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Abstract
Many haptic rendering problems can be expressed in
terms of constraints on the motion of a proxy within a
virtual environment. This principle is well established
for surface rendering, and can also be applied to other
types of haptic interaction. A key problem in general
constraint based rendering is combining constraints
from several sources into a single unified constraint.
This paper describes some work in progress toward
developing a mathematical framework for manipulating
motion constraint equations, and in particular the deri-
vation of a combination algebra for constraints. This
work could lead to a system for 6DOF rendering involv-
ing non-trivial proxy shapes.
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1. Introduction
In a previous PUG paper [4] (and see also [2,3]) we
described an approach to haptic rendering based on the
use of constraints, and in particular the use of a con-
strainedproxy. The use of a proxy (or god-object) for
haptic surface rendering is described in [5], and is now a
well established technique. The basic idea is that the
physical movements of the PHANToM are tracked by a
virtual proxy object moving in a virtual environment, as
shown in Figure 1. Whereas the PHANToM moves
freely in space, the proxy object will encounter virtual
objects and fields which will constrain or change its
motion. The difference between the free motion of the
PHANToM and the constrained motion of the proxy is
used as the basis for generating contact forces. This tech-
nique is used for surface rendering by preventing the
proxy from moving from one side of a surface to the
other. It can also be used for other types of haptic inter-
actions, for example: constraining the proxy to a line or
plane. A graphical representation of the proxy will usu-
ally be rendered in the user interface to provide multi-
modal feedback. The graphical and haptic properties of
the proxy are not necessarily the same — the graphics
may be considerably more elaborate than the haptic ren-
dering, for example. In this paper, “proxy” refers to the

haptic representation, which may be as simple as a single
point.

The two major haptic rendering SDKs/APIs (Software
Development Kits or Application Programming Inter-
faces) currently available (that we know of) are GHOST
from SensAble [8] and Magma from Reachin [7]. Both
provide separate facilities for shape based surface ren-
dering and abstract haptic effect or force field rendering.
Only the surface rendering interfaces allow manipulation
of the proxy position (in GHOST called the Surface
Contact Point or SCP). Thus to program a haptic con-
straint using the proxy technique, one must implement
the constraint using the surface interface, or implement a
second proxy. The second proxy solution is messy, and
doesn’t integrate well with surfaces that use the built-in
proxy. The surface interfaces are, naturally enough, good
for effects that act like surfaces, but awkward to use for
more general effects.

The context of the work described in this paper, then, is
the development of a new approach to specifying haptic
rendering that unifies surface and other types of render-
ing into a single framework based on constraining the
motion of a proxy. This is work in progress, with the
majority of the framework still under development. This
paper describes some of the mathematical formalisms
that have been developed so far for specifying and
manipulating constraints on the motion of a proxy.

To provide slightly more context for the mathematics,
consider the problem of implementing a haptic scene-
graph object, which could be a solid shape, a deformable
shape, or some abstract force field. At each traversal of

Figure 1: PHANToM and proxy.
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the scenegraph, the object may be required to solve the
problems of collision detection and contact registration.
Contact registration means, upon detecting a collision,
registering the contact with the rendering system. The
contact is the focus of a two-way communication
between the scenegraph object and the rendering system.
The system must combine the effects of all registered
contacts to produce a new proxy position, an output
force, and dynamic information to feed back to the
scenegraph objects to update their internal state (e.g.
deform). One aspect of the contact is the local topology
in a neighbourhood of the contact point. This can be
expressed as constraints on the motion of the proxy
around the contact point. It is essential that the topologi-
cal information from separate objects, which act inde-
pendently of each other, can be combined by the system
to give a single result. This is the motivation for the alge-
braic treatment described later in the paper.

2. Motion and constraints
We will assume that the proxy is a rigid body, and its
motion is described by rigid body kinematics [1]. At any
instant in time, the configuration of a body in space can
be described by its position and orientation with respect
to some fixed reference “origin”. If the configuration of a
body in motion is sampled at discrete times, the differ-
ence between any two such configurations can be repre-
sented1 by a tuple

where  is a point,  is a unit vector,  is a distance and

 is an angle. Here  is called the anchor point, and

together with  defines a line which is an axis of rota-
tion. The difference in configurations can be interpreted
as the effect of a translation of the body along the axis by
a distance , and a rotation around the axis counter-

clockwise by the angle .

We assume that the motion of the PHANToM is an arbi-
trary continuous motion sampled at discrete times. We
wish to approximate this motion over a sampling interval
by a simple substitute motion that is easily represented.
We choose a form of screw motion where the translation
distance and rotation angle change proportionally over

1. This representation is possible due to a corollary to Euler’s theorem
that Goldstein [1, p.163] attributes to Chasles.

time. That is, the difference between two configurations
over an interval  will be

for given constants , ,  and . Thus the complete

motion can be represented by a tuple  which
can be directly computed from the difference between
the initial and final configurations of the PHANToM
over a sampled interval.

As a body moves in space over time, a point  on the
body will move through a curve or trajectory in space
which we can describe as . For the proportional

screw motion , and taking , the
trajectory of a point is given by the equation

(1)

where  is the initial position of  and .

The tangent of the trajectory at any point is given by the
derivative of the curve at that point with respect to time:

(2)

This tangent can be thought of as describing the direc-
tion that the point  is moving in at time . Initially, at

time , the tangent is

(3)

We call  the translational component of the tangent

and  the rotational component.

Our goal is to be able to express constraints on the com-
plete motion of the proxy as the combined effect of sim-
ple constraints on the motion of individual points in the
proxy. One way these constraints would arise is if a point
on the surface of the proxy was in contact with the sur-
face of an object in the scene. A constraint on the motion
of a point can be expressed as a constraint on the tangent
of the trajectory of the point under the motion. For the
remainder of this paper we will make two further simpli-
fying assumptions:

• we express motion constraints as constraints on the
tangent  at the start of a sampling interval
only, not on the trajectory over the interval;
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ω â A P0–( )×( )

P' 0( )



3

• we wish to constrain the translational component
and the rotational component of the tangent sepa-
rately.

A more general approach will be left for future work.
However, this simplified version may serve as a good
enough approximation for the purposes of haptic render-
ing.

3. Constraint equation algebra
To recap, we have a representation for a particular class
of rigid body motions as tuples of the form

and we have an equation (Eqn. (3)) that describes a tan-
gent of the trajectory of a point under such a motion. By
specifying a condition that must be satisfied by the tan-
gent of some point , we can identify a set of motions
that will make the tangent satisfy the condition. Thus a
constraint equation on the tangent defines a set of legal
motions. Clearly, there is a wide variety of conditions
that can be placed on the tangent. We wish to choose a
useful subset of these conditions and develop a mathe-
matical and computational framework for manipulating
them. In other words, we wish to develop aconstraint
equation algebra.

An algebra, in the most general sense as used in alge-
braic software specification, is simply a collection of sets
and functions and relations that satisfy some chosen axi-
oms. To specify an algebra, we need to define what sets
there are, what elements are in them, and what operators
and relations act on those sets. This is analogous to
defining an abstract data type in software. In this case,
we wish to define a set of constraint equations, and a sin-
gle operator to combine pairs of constraint equations. We
will want the operator to be idempotent, commutative
and associative, so the resulting algebra will have the
form of a semi-lattice.

4. The base cases
We start by defining a set of constructors, or generators,
or “base cases” for the set of constraint equations. These
are the building blocks which will be combined to create
the complete set. As we have described, we wish to
define these mostly in terms of constraints on the tangent
of a particular point at the start of an interval. A useful
set of base cases is:

• : free motion of the body.

• : the tangent of  at  is per-

pendicular to unit vector .

• : the tangent of  at  is par-

allel to unit vector .

• : the tangent of  at  is zero,

so that  is fixed.

• : the entire body is fixed.

We can identify the set of motions permitted by each of
these cases by using the tangent equation Eqn. (3). First,
some notation for parallel and perpendicular vectors. We
define

(4)

Then, remembering the assumption that the translation
component and the rotation component will be con-
strained independently, we can derive the following defi-
nitions:

(5)

(6)

(7)

(8)

(9)

The zero motion that satisfies  will satisfy all of
the other  const ra in ts .  A mot ion that  sat is fies

 must be a pure rotation around an axis

through , and will satisfy any other constraint on .

5. Composition
We now define a composition operator on constraint
equations, denoted . The motions that satisfy

the combination  should be precisely those that

satisfy both of the constraints  and . Thus we

define

(10)

Another way of saying this is that  is the inter-

section of the sets  and . Thus, we know this com-
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ω 0=( ) â A P0–( )×( ) n̂||( )OR{ }

AND
≡
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position operator satisfies the axioms required of a semi-
lattice (idempotency, commutativity, associativity),
because set intersections do.

The complete set of elements in the algebra is therefore
all those generated by the five base cases, plus the com-
position of any two other elements. This is essentially a
recursive definition, and computationally would require
a recursive data structure to represent the elements.
However, we can make some observations to simplify
this. Firstly, suppose that all constraints must be applied
to the same point . This would be the case for a 3DOF
rendering system with a single point proxy, or, such as in
Magma, a small spherical proxy where all constraints are
translated to apply to the centre of the sphere. It turns out
that the five base cases completely characterise the sys-
tem. That is, every combination of two or more con-
straints applied to the same point are equivalent to a
simple constraint applied to the same point. Mostly, the
result of  is either  or  or .

The only interesting case is

For the general case where constraints can be applied to
different points on the proxy, there are definitely more
elements required. However, it appears that the five base
cases plus the six pairwise combinations of the non-triv-
ial base cases will be enough to completely characterise
the space. So, all constraints could be represented in a
flat data structure with eleven types of elements. The
proof of this conjecture is work currently in progress.

6. Future work
The combination algebra developed above makes it pos-
sible to reduce a set of independent constraints to a sin-
gle constraint that must be satisfied by the motion of the
proxy. Given a potential motion and a constraint, there is
a straightforward decision procedure to determine if the
motion satisfies the constraint. However, if a motion of
the proxy does not satisfy the constraint, it is necessary
to find an alternative motion that does. This is always
possible (the zero motion satisfies any constraint), so in
fact the problem is to find the “best” alternative motion.
The optimal solution may be different for each of the
eleven constraint cases (of course, the  and
cases are easy!) Once the development of the algebra is
complete, this will be the next problem to be solved.
Some cases have been solved already. We assume that, at
present, most haptic rendering will be done using a
3DOF output device, or a 6DOF device where the rota-
tional fidelity is less than the translational fidelity. There-

fore it is best to try to match the rotation component of
the motion as closely as possible. This will minimise the
discrepancy between the orientation of the haptic device
and the orientation of the proxy, which will minimise the
required torques. Note that the screw motion representa-
tion naturally isolates the translation and rotation com-
ponents of the input motion.

As described in the introduction, this formulation of con-
straint equation algebra is just one part of a larger speci-
fication for a new approach to haptic rendering. Our
future work will be the continued development and
implementation of this approach.
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Abstract. Virtual Reality has been used to simulate procedures in several
fields, especially those where critical tasks are involved as simulation of
some invasive medical procedures. We are developing a low-cost haptic and
stereo simulator for bone marrow harvest for transplant. The system
includes an intelligent evaluation procedure that allows classify the trainee
learning. The present paper describes the proposed system, details of its
implementation and results we just obtained.

Introduction

Bone marrow transplant, despite commonly held perceptions, is not a usual surgery.
Basically, the bone marrow transplant consists of an infusion of healthy cells, capable of
generating identical copies of themselves and producing blood cells. This blind invasive
procedure is relatively simple, but the success of the procedure will depend on the
physician’s dexterity, and his ability to manipulate the needle in a complex anatomical
region.

This work presents a virtual reality system to simulate bone marrow harvest for
transplant. Bone marrow transplant, despite commonly held perceptions, is a semi-
invasive procedure that depends on the physician's dexterity, once there is no visual
information of the patient body internal structure.

In this simulator we are using a haptic device and stereo view glasses to give an
immersion degree satisfactory to the user trainee. To give an evaluation of the training
we add to the system an intelligent evaluation tool based on fuzzy rules. This way, the
expert doctor knowledge is modeled by fuzzy rules by four variables to give a
classification of the procedure performed by the trainee.

Motivation

The bone marrow transplant is a relatively new medical procedure to treat recently
considered incurable diseases. The first success transplant was made in 1968, and since
then has been a current procedure for patients with leukemia, aplastic anemia,
lymphomas, multiple myelomas, disturbs in the immunology system and in some solid
tumors such as the breast cancer and ovarian cancer [Oncolink, 1999].



The process to extract the bone marrow is made through many material aspirations from
the iliac crest bone marrow (sometimes it includes the sternum bone also) from the
donator under general anesthesia. The procedure is a blind procedure without any visual
feedback except the external view of the donor body, the physician need to feel the skin
and bone layers trespassed by the needle to find the bone marrow and then start the
material aspiration. From the physicians point of view the bone marrow harvest
demands great ability, which will offer a better recovery to the donator and less pos-
harvesting pain. Particularly on children the bone marrow harvest for transplant is
critical considering that bones in this case are thin and soft, and that the patient receive a
smaller degree of anesthesia. The Children’s Institute of Hospital das Clínicas de São
Paulo - Brazil realize on average 15 procedures every year. Currently the only training
procedure available for novice doctors is training with guinea pigs, real procedure
observation and further supervision by physicians in real procedures.

In the same way, it is known that expert physicians evaluate trainee learning observing
the needle position, its angle when inserted in the body of the patient and how deep it is,
beyond the fact the trainee extract the bone marrow (goal of the procedure). That means,
the expert doctor evaluation is partially subjective. One way to model subjective
knowledge is using fuzzy sets [Dubois and Prade, 1980]. In our system physicians
knowledge in bone marrow harvesting is modeled by fuzzy rules by the four variables
described bellow (needle position, angle, depth and bone marrow extraction) to give a
classification of the procedure done by the trainee.

With our system, we intend to improve the learning for novice doctors once the
dexterity necessary will be acquired through the training on a virtual reality system,
which will simulate and evaluate the procedure with a force-feedback device integrated.
We expect to reduce and improve the learning curve affecting donors’ rehabilitation.

Intelligent Evaluation Systems

Intelligent evaluation is called the one made by an expert. In intelligent evaluation
systems, the expert knowledge is stored in a knowledge database using some logic
representation, generally by rules. The rules utilization control is done by an inference
system. The architecture formed by the knowledge database and the inference system is
called “expert system”. When there is subjectivity in the knowledge database its
representation can be done by fuzzy models [Zadeh, 1988], where the subjectivity is
modeled by fuzzy sets.

In fuzzy expert systems the expert’s knowledge about a specific task is modeled by
fuzzy rules. The variables of interest are collected by a subsystem and sent to the expert
system. The data provided by the variable values will be analyzed by the rules database.
Each rule is related to a variable of interest and each expert can have his own conclusion
about a specific fact. The several conclusions about one rule are aggregated to compose
a new fact. This fact will be analyzed by the rules set providing a conclusion about the
facts presented.

For the evaluation, we utilize an expert system joined to the simulator. To evaluate a
trainee, the expert knowledge about the procedure is modeled by fuzzy rules. The
variable values are “collected” by the haptic device and sent to the expert system to be
analyzed by the rule database. The pertinent facts of a rule are joined and analyzed to
provide a final classification of the trainee. We are using five types of fuzzy



classifications to a trainee: you need much more training, you need more training, you
need training, your training is good or your training is excellent, allowing identify if
more training is or is not necessary.

Proposed System and Implementation

The proposed system is a semi-immersive virtual reality system [Pimentel, 1995] where
the trainee and some expectators doctors (tutor and trainee) can share the same
stereoscopic view of the bone marrow harvest procedure simulation [Machado, 2000].
A high end PC Pentium III 600Mhz platform with and AGP 3Dlabs Oxygen GVX1
board including a time-multiplexed Stereo Graphics Crystal Eyes shutter glasses
[Stereographics, 1997] and a Phantom Desktop haptic device composes our simulator
[Sensable, 1999 and Sensable, 2000]. The simulator consists in a force feedback virtual
interactive model of tissue layers from the pelvis region and its hardness and texture
characteristics.

Using a virtual syringe with tactile feedback (simulated by the Phantom Desktop) the
user can penetrate thought the several tissue layers feeling the transitions among tissues,
as well as feeling the texture associated to each layer.

Figure 05 - The Perfusion Tissue Layers

The feedback sensation associated to each layer was modeled from tactile sensation
descriptions done by specialists. So, we modeled the several physical properties of the
tissues in the iliac crest in the following layers:

• Epidermis: approximately 2 mm thick, elastic and slippery tissue;
• Dermis: approximately 7 mm thick, elastic tissue;
• Subcutaneous: approximately 4 mm thick, soft and non-resistant tissue;
• Periosteum: approximately 2 mm thick, resistant, slippery, lubricated and

smooth tissue.
• Compact bone: approximately 5 mm thick, hard and resistant tissue;
• Bone marrow: approximately 10 mm thick, soft tissue, without resistance.

The fuzzy rules of our expert system are modeled by membership functions according
to specifications of experts. Several types of membership functions can be used as

⇐ Epidermis
⇐ Dermis

⇐ Subcutaneous

⇐ Periosteum

⇐ Compact bone

⇐ bone marrow

⇐ Compact bone

Perfusion direction



trapezoidal, triangular and pi-functions and the fuzzy inference system used is
Mamdani-type [Mamdani, 1975]. An example of rule for this expert system is:

IF Position_x is left_center AND Position_y is up_center AND Position_needle is
acceptable AND Marrow_harvest is yes THEN Trainee_class is you_need_training

where: Position_x, Position_y are coordinates which the needle touch the patient body;
Position_needle is the angle of needle input to body of patient; Marrow_harvest shows
the success or failure of trainee to harvest bone marrow and Trainee_class is the
classification of trainee.
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Abstract 

We address the real-time collection and simultaneous broadcast of haptic information to multiple haptic session 
participants, so that collaborative exploration of objects is possible, even when users are equipped with disparate haptic 
devices, such as the PHANToM and the CyberGrasp.  We have designed and are currently testing a prototype system for 
haptic collaboration over the Internet. The basic idea is to provide a framework for multiple users (each with his or her own 
haptic device connected to a computer) to share a common experience of touch. This will allow users to exert forces on each 
other through the network as well as exert forces on common objects. 

In this paper we present a distributed architecture for haptic collaboration via the Internet. We explicitly address the 
issue of latency (communication delay), thus providing a foundation for a shared haptic experience among distributed users. 
With respect to stability, latency is a critical factor that governs whether two users can truly share a common haptic 
experience. We propose an algorithm where the nature of the interaction between two hosts is decided dynamically based on 
the measured network latency between them.  Users on hosts that are near each other (low communication latency) are 
dynamically added to fast local groups. If the communication latency is high, users are allowed a slower form of interaction 
where they can touch and feel objects but cannot exert forces on them. Users within a fast local group experience true haptic 
collaboration since the system is able to resolve the interaction forces between them fast enough to meet stability criteria. We 
discuss the creation, maintenance and update mechanisms of local groups for fast interaction, as well as synchronization 
mechanisms for hosts participating in slower interaction. We conclude with a discussion of open issues and future work. 

1. Introduction 

Haptic (adj): of or relating to the sense of touch. In the present context, haptic refers to the modality of touch and the 
sensation of shape and texture an observer feels when exploring an object in a virtual environment. Applications of haptics 
include online museums [6], aid for the visually impaired, remote surgery and entertainment. In many of these applications it 
will be necessary for users to interact with each other as well as with other objects. In this article, we propose an 
architecture for haptic collaboration among distributed users. We focus on collaboration over a non-dedicated channel (such 
as an Internet connection) where users experience stochastic, unbounded communication delays [7]. 

The area of haptic collaboration is relatively new. There have been a few prior studies that we briefly review here. In a 
study by Basdogan et. al. [1], partners at remote locations were assigned three cooperative tasks. Experiments were 
conducted with visual feedback only, and with both visual and haptic feedback. Both performance and feelings of 
togetherness were enhanced in the dual modality condition. Durlach and Slater [3] note that factors that contribute to a sense 
of co-presence include being able to observe the effect on the environment of actions by one's interlocutors, and being able to 
work collaboratively with co-present others to alter the environment. Buttolo et. al. [4] note that when the same virtual 
environment is shared between two distributed sites there may be registration problems. Representations of the virtual object 
must coincide, but the distributed nature of the communication, especially over the Internet, may introduce considerable 
latency whose effects may be hard to predict.  

2. Virtual Haptic World 

Imagine you decide to go to a handicraft museum. There is a map of the museum at the door showing different halls in 
the museum, each containing a group of handicrafts. Upon entry into a hall, you can see the handicrafts and the other people 
in that room. You can touch all of the objects in the room and interact with them. In a real museum, all of the above are 
familiar experiences, except for the last one. As a matter of practice, touching art objects is usually strictly prohibited.  

The scenario described above motivates the research presented here. Our goal is to design an architecture that will 
support collaborative touch in virtual environments. We term such environment a virtual haptic world. As shown in Figure 
1, users may have different kinds of haptic devices, such as the PHANToM, CyberGrasp, or a FEELit mouse, or they can just 
be viewers. Some of the participants in the haptic world may only provide virtual objects as a service to the remaining users. 
This would be the role, e.g., of a museum’s server. 



 
 
 
 
 
 
 
  
 
 

Figure 1: A virtual haptic world 

From a computational perspective, a haptic world consists of a network of nodes. Each node corresponds to a computer 
whose operator is part of the shared virtual environment. The operator will typically interact with virtual objects through a 
haptic device, but conceivably, some users may interact with the haptic world using other modalities, e.g. by simple 
visualization. Some nodes may operate autonomously (i.e., without a human operator) and simply provide virtual objects for 
the haptic world. 

Each node in the haptic world contributes to the shared environment with virtual objects. These can be static, e.g., a 
sculpture “bolted” to the ground, or dynamic, e.g., a teapot that can be virtually manipulated. We view the haptic devices that 
the human operators use to interact with the haptic world as dynamic objects. Each object in the haptic world is owned by one 
of the nodes, which is responsible for defining how its dynamic properties evolve. Typically, a node that is physically 
connected to a haptic device owns the object that represents the device.   

Two databases are used to represent a haptic world. The node database contains information about the node network. It 
stores the logical identifiers and the IP addresses of all nodes, as well as the latency and available bandwidth between all 
nodes. The need for this information will become clear later. This database is dynamic because new nodes may join or leave 
the haptic world at run-time. The object database contains the information about all objects that are part of the haptic world. 
Each record in this database refers to a particular object and it contains the object identifier, the identifier of the node that 
owns it, its static properties (shape, size, color, etc.) and its dynamic properties (position, orientation, velocity, etc.). 

The force control algorithms used for haptic rendering generally require high sampling rates (typically, on the order of 
1KHz) and low latency (typically, on the order of a few milliseconds) [5]. This means that the databases need to be queried 
very frequently and with very low delay. Because of this it is necessary to distribute these databases by keeping local copies 
at each node. This allows for very fast access to the data about the objects that is needed for the force feedback loops, at the 
expense of the added complexity introduced by issues related to the consistency between the databases. Much of what 
follows is precisely related to the problem of keeping the databases synchronized so that all nodes have roughly the same 
perspective on the shared environment. 

3. Database Synchronization 

Since the object database contains data that is dynamic, the local copies of this database that exist at each node must be 
kept synchronized by a periodic exchange of data. This is done by a very simple mechanism that uses the concept of object 
ownership introduced earlier: periodically, the owner of each object broadcasts the dynamic properties of its objects to all 
other nodes. Each node must then continuously listen to the other nodes for updates on the dynamic properties of the objects 
that it does not own. This is represented schematically in Figure 2. 
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Figure 2: Object database synchronization in the haptic 
world. 

Table 1: Pseudo-code for object database 
synchronization 

Typically, the haptic rendering system uses the following fairly standard algorithm: 
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Table 2: Pseudo-code for the update of dynamic properties of objects 

When the number of nodes is large, the broadcast of object properties required by the algorithm in Table 1 may be costly 
unless the synchronization period is large. We will address this issue later.  

Another main challenge arising from the distributed nature of the databases that store the information about the haptic 
world is related to the addition and removal of nodes from the haptic world. When a new node joins the haptic world, it must 
first receive the current node and object databases from some other node in the haptic world. It must then add itself to the 
node database and add its objects to the object database. Finally, it must inform all other nodes of these changes to the 
databases. This is implemented by the pseudo-code shown in Table 3 that must run in every node. 
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Table 3: Pseudo-code for the creation of a new node in 
the haptic world 

Table 4: Pseudo-code for local group synchronization 
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4. Local Groups 

The broadcast required by the synchronization algorithm in Table 1 can be very costly when the number of nodes is 
large. Because of this, the synchronization period may need to be fairly long. For static objects this poses no problems, but 
the same is not true for dynamic objects, i.e., objects that can move. 

When two or more dynamic objects touch each other, the resulting motion must be computed by simulating Newton’s 
laws using an algorithm similar to the one in Table 2. However, when the same node does not own all the objects involved in 
a close interaction, each object only observes the effect of its motion in the motion of other objects at a relatively low 
sampling rate, determined by the synchronization period. This leads to very unrealistic motions (and possibly instability) 
because the algorithm in Table 2 no longer provides a good approximation to Newton’s law. We overcome this by creating 
small groups of nodes that engage in very fast and very frequent exchange of synchronization data for objects in close 
interaction. The creation of these groups is, of course, only possible when the bandwidth between the nodes is sufficiently 
large and the latency is sufficiently small. Because of the high cost of local groups, these should only be maintained while the 
objects are interacting. 

As explained above, to resolve the motion of objects involved in close interaction a high bandwidth/low latency 
synchronization mechanism is needed. In our architecture this is achieved by introducing the concept of a local group. A 
local group consists of a group LG of objects, whose owners enhance the basic synchronization algorithm for those objects in 
LG, by decreasing the synchronization-sampling period. The local group synchronization algorithm, given in Table 4, is very 
similar to the basic one in Table 1. 

Since each local group determines the positions of all the objects in that local group, each object should belong to, at 
most, one local group (this does not prevent a node that owns several objects from being involved in several local groups). 
Moreover, the fast synchronization within the local group requires high bandwidth and low latency between the nodes 
involved. Special care must therefore be paid to the creation of local groups.  

  

Figure 3: Haptic world with three local groups and a 
node requesting to create a local group 

Figure 4: New local group, after the request in Figure 3 
was processed 

We use an example to illustrate the issues involved in the management of local groups. Consider the haptic world shown 
in Figure 3. In this figure we see three local groups: LG-1 is formed by the set of objects {O-2, O-4}, LG-2 is formed by {O-
3, O-5, O-6}, and LG-3 is formed by {O-7, O-8}. Note that the same node owns the objects O-2 and O-3 but they are part of 
distinct local groups. This means that, although belonging to the same node, these objects are not in close proximity and 
therefore their motions are independent. Suppose now that the user at the node that owns O-1 wants to use O-1 to manipulate 
the objects O-2, O-5, and O-7 (Figure 3). This requires the creation of a local group that contains T = {O-1, O-2, O-5, O-7}. 
However, since some of these objects are already part of other local groups, the old local groups LG-1, LG-2, LG-3 must be 
destroyed and a new local group LG-4 must be created, containing the objects in T as well as those in the old local groups 
LG-1, LG-2, and LG-3 (Figure 4). This only occurs if the network connections between all the nodes that own the objects in 
question have sufficiently large bandwidth and sufficiently low latencies for the local group synchronization. 

The pseudo-code in Table 5 implements the algorithm used to create a new local group. The pseudo-code in Table 3 
also needs to be modified as shown in Table 6 to process the requests generated by the algorithm in Table 5. 
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Table 5: Pseudo-code to create a new local group Table 6: Modification in the pseudo-code in Table 3 to 
process the requests generated by Table 5. 

5. Conclusions and Future Work 

We proposed an architecture for the real-time collection and simultaneous broadcast of haptic information to multiple 
haptic session participants, so that collaborative exploration of objects is possible, even when users are distributed across a 
network. The architecture relies on two distributed databases: the node and the object databases. These two databases are 
dynamic and need to be kept coherent among all nodes in the virtual haptic world. We presented pseudo-code for the 
algorithms that keep these databases synchronized. These algorithms are independent of the actual haptic devices employed 
by each user. 

In future work, we hope to make significant progress on the registration of the haptic display systems in collaborative-
networked environments. We will also examine the necessary entities to achieve networked collaboration with disparate 
haptic devices (pen-based versus glove-based, small versus large workspace).  We plan to address not only integration issues 
but also questions related to the interaction process itself, including feelings of co-presence and performance satisfaction, and 
how these variables are affected by the exploration modality (vision, vision plus haptic or haptic only). Another line of 
research is the development of force control algorithms tailored to a distributed haptic environment. These algorithms must 
be robust with respect to the stochastic delays caused by the communication network. 
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with Multibody Dynamics

James J. Troy
The Boeing Company
jim.troy@boeing.com

ABSTRACT
This paper describes a haptically enabled human model con-

trolled by multibody dynamics. The application implements a
reduced degree of freedom dynamics model, which is a proto-
type for a system with a higher number of degrees of freedom.
This work is meant to provide insight into the response of a con-
strained multibody dynamics system to real-time haptic interac-
tion. The model is manipulated through virtual coupling
attachment points, allowing the user to feel inertia and environ-
ment contact reactions through a force feedback device. A brief
comparison is made between 3-DOF and 6-DOF haptic devices
regarding depth of interaction achieved for this application.

1. INTRODUCTION
Traditional human modeling user interface tools can be diffi-

cult to use for complex posture adjustments, especially in con-
fined spaces where contact with multiple objects is required. A
more efficient interface that includes arm contact force feedback
should be able to take advantage of insights the user already has
about getting an arm into and out of confined configurations.
Achieving this type of interaction requires developing a physi-
cally based model of the system and integrating it with a haptic
(force feedback) interface device.

Purpose of this paper is to introduce a prototype articulated
human model that demonstrates the type of interaction possible
with multibody dynamics, interactively controlled by a haptic
device. The implementation described here is an initial design
with three degree of freedom (DOF) limbs constrained to move
in a plane.

Motivation: The ultimate goal of this line of research is build
a fully functional virtual environment for simulation. A big part
of that is a human model that can interact realistically with
objects in a virtual world. In an engineering environment, the
primary use for a haptically enabled human modeling system is
in the area of accessibility analysis for manufacturing and main-
tenance. This type of simulation environment would offer
designers and analysts a more efficient way to answer basic
ergonomics questions like “can a real mechanic get his/her arm
in there when removing that part?”

The ability to interact with the environment without a com-
plete graphical representation of the scene is an important aspect
of a fully functional simulation system. Although this may seem
like a minor consideration, real-life maintenance and assembly
applications often have situations where the mechanic cannot
view all aspects of a task. In a haptic simulation environment,

the level of interaction should be deep enough that users can
work effectively even with visual obstructions.

2. BACKGROUND AND PREVIOUS WORK
With a few exceptions, most human modeling software uses

kinematically defined posture control. Inverse kinematics and
complex interpolation schemes have been developed to give the
user a very detailed level of control over every aspect of the fig-
ure’s motion. Most of this type of work had its start in robotics
research [2], and has been adapted to work with computer
graphics animation. In order to make something look like it is
responding to external influences, animators need to make a lot
of kinematic adjustments and use special spline functions to
make the motion look realistic. Using kinematics alone as the
driver for a haptic simulation is very difficult.

Although inverse kinematics solutions for the arm can keep
up with the motion of haptic position inputs without causing too
much of a strain on performance, there is no direct way to pro-
duce reaction forces from a kinematic solution alone. Collision
response, inertia, momentum, compliance, and gravity are some
of the aspects of a realistic simulation that are not part of a kine-
matics-based solution1. Heuristics can be defined to simulate
some types of forces, but these are special case solutions that
tend to be incomplete and cumbersome to maintain.

Dynamics offers a better general purpose solution. In a physi-
cally based system, Newtonian mechanics are used as the basis
for motion. This is a better alternative for haptics, since forces
are already part of the calculation. Efficient formulation of the
dynamic equations of motion allow simulation to take place at
interactive rates.

Recently, interactive control of physically based human
model simulation with non-force feedback input has been
accomplished [7][4]. But this level of physically based, interac-
tive control for articulated figures has not been fully explored
with haptics as the interface mechanism.

In addition to an efficient dynamics model, another key aspect
of physically based haptics simulation is an efficient collision
detection and force generation algorithm. Collision forces must
be computed at high rates (1000Hz) in order to maintain simula-
tion and haptic device stability. Achieving high rates in increas-
ingly complex environments is an active research subject [3][5].

1. In the strict definition, kinematics is the study of motion without regard to
the forces required to achieve it.
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3. PHYSICALLY BASED MODELING
Developing a motion generation procedure based on the laws

of physics will be the focus of this section. The basic process
involves four steps: 1. derive efficient equations of motion for a
system of interconnected bodies, 2. include control forces and
torques, 3. include collision forces and torques, and 4. solve the
equations of motion using numerical integration methods.

3.1   Multibody Dynamics

The first tasks in deriving the equations of motion will be to
set the scope of problem and to define the structure of the multi-
body system.

Since most human modeling applications in engineering
design analysis involve situations in which arm motion is the
primary focus, derivation of the dynamic equations for the arm
will be the main topic of this discussion. A full human arm has
seven articulated degrees-of-freedom2, but for this application a
simplified 3-DOF articulated arm model will be implemented
with motion constrained to the sagittal plane (the motion plane
seen from a side view).

In order to reduce the computational effort required to obtain
a solution, generalized coordinates will be used to define the
equations of motion. Generalized coordinates describe the sys-
tem with the minimum number of equations necessary; one
independent variable will be solved for each degree of freedom.
In general, the equations will be more complex to derive than
those described in Cartesian coordinates, but there will be far
fewer for the computer to solve at run time. Figure 1 shows the
generalized coordinates and dimensions for the 3-DOF arm.

Figure 1. Planar 3-DOF arm coordinates and dimensions

The equations of motion will be second order ordinary differ-
ential equations (ODEs). For this application, the equations are
derived by using the Lagrange method [8], which is a technique
for describing the energy exchange between kinetic and poten-
tial forms. The Lagrange method begins by defining the motion
of each body segment in terms of the partial differential equa-
tion described in Equation 1.

(1)

Whereqi is the generalized coordinate,T is the scalar kinetic
energy equation,V is the scalar potential energy equation, andQ
is the virtual work. The resulting nonlinear equations are in the
form, and are then solved for in terms of the accelera-
tions, . Where is the vector of accelerations,A is
a symmetric matrix of mass and inertia terms, andB is a func-
tion of the generalized velocities, positions, control forces, and
collision reaction forces. Since the generalized coordinates are
joint angles, all of the forces due to collisions and control inputs
are converted into moments and appear in theB vector.

3.2  Control

For a haptics application, forces and torques transmitted to the
end effector will be necessary.

Control of the arm is accomplished though a virtual spring/
damper coupling attached to the wrist, as shown in Figure 2.
This acts like a proportional-derivative (PD) controller [6], and
will need to be tuned depending on the mass and inertial proper-
ties of the system. Other solution methods, like joint space con-
trol, can offer better goal position following, but requires an
inverse kinematics calculation which adds to the computational
overhead.

Figure 2. Arm with virtual coupling element

The equations for the control forces and torques transmitted to
and from the haptics end effector are listed below.

(2)

WhereU = [Fx,Fy,Fz,Tx,Ty,Tz]T, andKp andKd are the pro-
portional and derivative gains, respectively. Note thatFx, Tx,
andTy are not part of the equations of motion for this 3-DOF
arm. They can be removed from the equation above and used as
a control mechanism for other aspects of the simulation. The
forces and torques are described in terms of the wrist position
(or ankle for a similarly configured 3-DOF leg), are then sent to
the haptic device. For the PHANTOM®, the calculateForce-
FieldForce GHOST® functions are used to accomplish this.

3.3   Collision Detection

A simple polygonal-based system was initially developed to
generate the appropriate reaction forces, but was eventually2. An unconstrained arm has seven primary degrees of freedom, not counting

individual finger motions or shoulder translations.
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replaced with a more efficient force generation method that
allows the object sizes and complexity to be scaled effectively.

The system currently uses a voxel based collision detection
and contact force generation algorithm called Voxmap Point-
ShellTM (VPS) [5]. This method defines each object as a collec-
tion of voxels and surface points. When the relative motion of
two objects places a surface point of one object in the same vol-
ume as a voxel of the other, a contact event is detected and a
penalty based force is generated.

Due to the voxelization process, the forces generated by VPS
tend to be somewhat jaggy when just a few of the surface points
are in contact, but this effect diminished when more of the
points are in contact. The accuracy of collision position and
force generation for this method is based on the size of the vox-
els and the number of surface points. If more memory and pro-
cessing power are available then the size of the voxels can be
reduced and the number of surface points increased. On the
other hand, if more processing power is available, then a more
complex dynamic model could be implemented instead.

One of the key challenges here is to balance the complexity of
multibody dynamics computations with the accuracy of the
voxel based collision detection method. For this application the
system was tuned so that the amount of time spent in integrating
the equations of motion is approximately the same amount as
that spent generating collision forces.

Collecting Collision Results

In this application, collisions are processed in pairs instead of
simultaneously. Objects with relative motion are fed two at a
time into the collision detection algorithm and the forces from
all collisions are collected and included in the equations of
motion. The total number of pairs to be checked at each update
is the combination:

(3)

For a system which includes a single three link arm and three
external objects, the total number of pairs to be checked at each
update is 15. As the system becomes more complex this can
quickly get out of hand. For example, a system with 16 moving
objects and links (which is reasonable for a fully articulated
human model) the total would be 120 pairs!

Culling the list is important to achieving usable performance
for larger systems. Taking advantage of joint limits to reduce the
number of potential collisions between segments is a first step.
Predictive algorithms, temporal coherence, and spatial partition-
ing can also help to reduce the number by helping to decided
what needs to be checked and what does not. An application
should also be prepared to experience the worst case scenario
with all, or many, of the components coming into contact at the
same time. Since the complexity of the current 3-DOF arm
application is relatively low, a higher level part culling algo-
rithm was not implemented. This means that the worst case col-
lision situation is always in effect.

3.4   Solving the Equations of Motion

In order to solve the decoupled equations of motion, which
are described in terms of the accelerations, , the equations will
need to converted into a series of2N first order equations in
preparation for numerical integration. To solve the first order
system, a constant time step numerical integration method is
needed (a Runge-Kutta 4th order method was used here). The
time step is adjusted so that the simulation can maintain stability
in the case where a large numbers of collisions occur simulta-
neously. Adaptive time step methods are not used since the
speeding up and slowing down of these methods causes incon-
sistent performance.

3.5   Other Implementation Issues

To increase application usability, a simple first order transla-
tion function can be used to pull the figure around the environ-
ment. It activates when an arm is fully extended and wrist forces
reach a specified value. The only variables to adjust here are the
activation force value and a velocity gain, which is a linear func-
tion of the wrist force.

Since the user has only one haptic device in this application
for controlling multiple limbs, only one arm or leg can be inde-
pendently controlled at any one moment in time. The active
limb is controlled through attachment points on the wrists or
ankles. When an arm is not actively controlled by the haptic
device and multibody dynamics model, it stays in a locked pos-
ture at the previous position. An inverse kinematic function
automatically positions inactive legs to keep the feet on the
ground.

A limitation of this system is that the limbs are not dynami-
cally coupled to each other through the torso. In a simulation
environment with a single haptic device, simultaneous operation
of both arms is not possible, so this limitation is not critical here.
Dynamic coupling will become more important when two
handed haptic applications are implemented or full body inter-
action is required.

A momentum transfer step is required when picking up
objects. This is treated as an inelastic collision. Mass and inertia
of the combined hand and object segment must be recalculated.
The collision pairs list will also need to be updated to avoid cal-
culating unnecessary collisions for the reconfigured system. It
should be possible to pick up several objects using the same pro-
cess for each new object, although this is not currently imple-
mented.

As mentioned earlier, the complexity of the system model is
limited by the processing power available. Since the haptic
device must be updated at 1000Hz, it is best to try to match this
rate with the model dynamics update rate. If the required update
rate is not achieved, the forces sent to the haptics device are kept
the previous values, and the computation falls into the next hap-
tic refresh cycle. The result of unmatched updates is usually an
unsatisfying washboard-like force effect.

C n 2,( ) n n 1–( ) 2⁄=

Ẋ̇
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4. RESULTS
A collection of functional test environments were assembled

to evaluate the interaction capabilities of the human model with
a static scene and movable objects. These consisted of part
extraction and environment interaction tasks. One of the test
cases, in which a hand tool is used to interact with the environ-
ment, is shown in Figure 3. The application was evaluated on
two 6-DOF haptic devices: the PHANTOM 1.5/6DOF and 3.0/
6DOF; as well as a 3-DOF PHANTOM Desktop. The applica-
tion was hosted on a 250MHz dual processor SGI Octane.

Figure 3. Dynamics application with 6-DOF PHANTOM

Initial development was done with the 3-DOF PHANTOM
Desktop device (which measures all six degrees of freedom, but
only has force output on the three translational axes). Collisions
with all parts of the arm and tool are transmitted to the users
hand. Inertia and gravitational forces of the arm are also trans-
mitted through the wrist of the model to the user’s hand.

Attempting to extend the arm past the limit of reach produces
a restoring force. If extended further, the force increases until it
reaches a specified limit, after which the figure is translated
along the direction of the force. This allows the user to drag the
body to a desired location and seems to be a very natural way to
interact with the model.

Although the PHANTOM Desktop haptic device does not
have the ability to output torques at the end effector, the dynam-
ics of the arm model allows some indirect artifacts of rotational
motion to be perceived by the user. Translational motion is gen-
erated through the coupling of the wrist and arm segments,
which provides important cues that wrist rotations are affecting
the system. When simultaneously viewing the model motion on
the screen and feeling the translational output it is possible to
train yourself to accept this type of reaction as a partial substi-
tute for true rotational force output.

When the same application was applied to a haptic device
with 6-DOF force feedback the wrist torques were directly
available for output. This gives the system a more natural qual-
ity feeling that comes closer to the goal of being able to explore
the virtual environment without looking at the screen. As would

be expected, the torque reaction is amplified by using extended
hand tools like a hammer, pipe wrench, or tennis racket. The
higher torque output of the larger of the two 6-DOF haptic
devices (the PHANTOM 3.0/6DOF) gives a more convincing
reaction in these amplified cases. After using the application on
a device with 6-DOF force feedback, and feeling the interaction
of the wrist torque due to collisions and rotational inertia of the
various tools, going back to using the 3-DOF feedback device
gives the user a sense that something is missing — or not work-
ing properly.

These comparisons are subjective in nature. In order to draw
more objective conclusions with respect to performance benefits
of 6-DOF vs. 3-DOF haptics, more formal studies will be
needed.

5. CONCLUSIONS
An articulated human figure defined by a multibody dynamics

model was presented in which limb motions are interactively
controlled by a haptic device. The primary contribution of this
type of system for human figure manipulation in a virtual envi-
ronment is in its ability to allow more natural interaction modes.
The results show that a human modeling application, enabled by
interactive multibody dynamics and force feedback, can be
made to respond with a heightened sense of realism and func-
tionality, especially when using a 6-DOF haptic device.
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Abstract 
We describe an experiment showing that addition 
of tangential forces can alter the haptically 
perceived orientation of a flat surface in a 
systematic fashion.  Using a stylus mounted on a 
Phantom controlled by the GHOST software 
package, subjects performed single horizontal 
strokes along vertical surfaces at a number of 
orientations around the mid-sagittal plane.  After 
each trial, subjects (who could not view their 
hand) judged whether the surface was rotated 
around the vertical axis in the clockwise or 
counter-clockwise direction from the sagittal 
plane.  Psychometric curves for perceived surface 
orientation were measured in this way for various 
magnitudes of tangential forces along the stroke 
direction or in opposition to it.  Psychometric 
curves shifted systematically with varying force 
magnitude, indicating that resistive forces tilted 
the perceived surface into the path of motion, 
while assistive forces tilted it away.  More 
generally, the results show that perception of 
global surface orientation is not exclusively based 
on the location of the surface in space, but also on 
the forces encountered along the surface. 

Introduction 
In order to haptically determine surface shape 
through a stylus or similar tool, one could 
envision a method of sampling contact points in 
space and performing some kind of interpolation 
between them.  However, there is evidence 
suggesting that, in humans, the forces 
encountered during a haptic scan affect the shape 
percept, suggesting a richer set of perceptual 
mechanisms.  For example, as mentioned in 
Minsky (1995), lateral assistive forces on a haptic 
interface create the percept of moving downhill.  

Morgenbesser & Srinivasan (1996) demonstrated 
that particular modifications of force vectors on a 
nominally flat surface (“force shading”) were 
perceived as a bump. 

It is unclear, however, whether we have simply 
learned to associate certain changes in resistance 
with particular shape features.  For example, an 
increase in resistance followed by a decrease 
would generally be associated with a bump. 

In the experiment described here, we sought to 
determine whether tangential forces can in fact 
modify the global perceived orientation of a 
surface.  This was done by measuring the 
perceived change in orientation of a flat surface as 
a function of the magnitude of an added 
tangential force.  Specifically, we tested a range of 
orientations under a number of force conditions, 
and from the results computed an estimate of the 
perceived sagittal plane for each condition.  This is 
a form of nulling technique to cancel the perceived 
change in orientation with a real change in the 
orientation of the surface.   

Estimating the magnitude of a perceptual 
phenomenon by nulling it with variations in the 
physical stimulus has been applied to a number of 
perceptual phenomena in the past (Taylor, 1963; 
McCourt, 1982; Krauskopf et al, 1986; Sachtler & 
Zaidi, 1993). 

Equipment 
Experiments were performed using a Phantom 
1.0x fitted with 4000-counts-per-revolution 
encoders and a standard stylus.  Surfaces and 
tangential force fields were generated using the 
GHOST software package running on a dual-500 
MHz-processor Pentium PC under the Windows 
NT 4.0 operating system. 
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Stimuli & Procedure 
Stimuli consisted of flat vertical surfaces with a 
spring constant of 0.8 N/mm and no friction. 

Surfaces were presented at a range of orientations, 
in increments of 6 degrees, around the mid-
sagittal plane.  A value of zero corresponds to a 
surface aligned with the mid-sagittal plane.  
Figure 1 shows a top-down view of a subject's 
relation to the stimulus.  The two subjects whose 
results are reported here were both right-handed.  
They were instructed to stroke the surface with the 
stylus by always moving their right hand towards 
their body. 

Force fields tangential to the surfaces were added 
along the horizontal direction, that is, parallel to 
the ground, and were directed either towards or 
away from the subject.  Figure 2 summarizes the 
sign conventions for force fields at positive and 
negative surface orientations.   

Positive forces were directed towards the subject, 
assisting motion of the stylus tip along the 
simulated surface, while negative forces were 
directed away and thus resisted movement of the 
stylus. 

Seven force conditions were tested with 
magnitudes of –0.9, -0.6, -0.3, 0.0, 0.3, 0.6, and 0.9 
Newton (N).  Tangential forces were applied only 
when the endpoint of the stylus was in contact 

with the simulated surface. 

Figure 3 summarizes the procedure for a single 
trial, as described in the caption.  Subjects, who 
could not view their hand, were seated at a desk, 
resting their right elbow on its surface, and used a 
chin-and-forehead rest to maintain a fixed location 
with respect to the Phantom throughout the 
experiment.  They were instructed to draw the tip 
of the stylus along a horizontal path on the vertical 
surface.  Movement and forces were restricted to 
the horizontal to minimize confounds with 
gravity.  At the end of each trial, subjects indicated 
via key press with their other hand whether they 
judged the right side of the surface to be oriented 
towards or away from them, that is, whether the 
surface was rotated in the clockwise or counter-
clockwise direction from the sagittal plane.  They 
were instructed to guess when unsure.   

Seven surface orientations for each of the seven 
force conditions were randomly interleaved for a 
total of 49 trials in one block.  Eight such 
individually randomized blocks were run for each 
subject, providing psychometric curves for 
perceived surface slant. 

The midpoint of each psychometric curve--with 
equal proportions of clockwise and counter-
clockwise orientation judgments--served as an 
estimate of the perceived sagittal plane.  That is, 
the angle at which a surface was perceived as not 
tilted.  The range of orientations tested for each 

+θθθθ

motion

-F
+F

-θθθθ

motion 

-F

+F 

θ 

Figure 1: Top-down schematic view of a subject 
performing a single haptic scan of a simulated surface 
(solid line) with a Phantom stylus.  Surface 
orientation (θ) is defined with respect to mid-sagittal 
plane. 

Figure 2:  Sign conventions (top-down view). 
Positive tangent forces are directed towards subject, 
in alignment with motion of stylus tip along a surface. 
Positive angles correspond to counterclockwise 
rotation of the surface with respect to mid-sagittal 
plane.
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force field was determined in pilot runs.   

Two right-handed subjects were tested.  DHP was 
naïve regarding the purpose of the experiment. 

Results 
Results for each subject are shown in separate 
columns in Figure 4.  Panels show psychometric 
curves for perceived surface slant at different force 
field magnitudes indicated on the left. 

Surface orientation is plotted along the abscissa, 
while the ordinate of each panel indicates the 
percentage of counter-clockwise judgments (thus, 
response percentages are high for positive--
counter-clockwise--rotations).  A value of 50% 
indicates that the proportion of clockwise and 
counter-clockwise judgments was the same. 

A logistic curve, shown as a solid line, was fit to 
each data set to estimate the surface orientation at 
the 50% mark.  A thin vertical line in each panel 
indicates this value, which served as a measure of 
the angle at which a surface did not appear tilted. 

The position of the psychometric curves varied 
systematically with the applied force field.  This is 

Figure 4: Results for two subjects are shown in 
separate columns. Each panel shows psychometric 
curves for perceived surface orientation for different 
tangential force fields, indicated on the far left. 
Surface orientation is plotted on the abscissa, while 
the ordinate shows the proportion of trials in which 
subjects indicated the surface was rotated 
counterclockwise (CCW) with respect to the mid-
sagittal plane.  Solid curve shows the best-fitting 
logistic function used to estimate the angle at which 
clockwise and counterclockwise judgments were 
balanced. 

Figure 3: Procedure 

A) All trials began from the same starting point. Phantom 
was constrained under software control. 
B) A tone (1) indicated when the constraint was released, 
and subjects moved the stylus towards the virtual surface. 
C) Point of first contact on surface served as reference for 
distance traveled along the surface. 
D) Subjects drew stylus towards their body along the 
surface. 
E) A second tone indicated when desired travel distance 
from first contact was reached (60mm). 
F) Subjects were required to lift stylus off surface within 
10mm after travel distance limit or trial was cancelled. 
G) A third tone indicated if passed beyond liftoff zone to 
provide feedback. 
H) Subjects lifted stylus off the surface.  
I) Subjects responded via key press with free hand while 
holding stylus in space. 
J) Once the response was recorded, the Phantom was pulled 
to the starting point under software control, and a new trial 
began.  

J

Travel
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(60mm)

Lift off zone
(10mm)

2 

3 
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shown in different form in Figure 5, where the 
orientation of a surface that was perceived as 
sagittal is plotted as a function of force magnitude.  
That is, applying a particular tangential force to a 
tilted surface led subjects to report that it was not 
tilted. 

There was a negative bias for both subjects in the 
perceived orientation of a sagittal surface even in 
the absence of a force field (bias MRP: -5.1 deg, 
DHP: -5.5 deg).  The angle at which surfaces did 
not appear tilted increased for positive force fields, 
and decreased for negative ones. 

Summary 
Tangential forces systematically altered the 
haptically perceived orientation of a flat surface.  

Results indicate that constant resistive forces tilted 
the perceived surface into the path of motion, 
while assistive forces tilted it away.   

The linear relationship between tangential force 
and perceived surface orientation suggests a 
method by which to scale the lateral forces of 2D 
force-feedback devices in order to simulate surface 
features extending in three dimensions.
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Abstract
There is currently much discussion of Quality of Service (QoS) measurements at the network level of real-time
multimedia services.
The presence of a network brings up a number of issues. In case of visual or auditory interaction, the effect of
such issues have been treated by many researchers and the effective countermeasure have been proposed. However,
little is known about the relationship between network issues and networked haptic interfaces in virtual environ-
ments(VEs). Our researches aim at investigating and clarifying the above issue and constructing more robust
haptic interaction system to realize network-based shared virtual environments(Net-SVEs) under realistic network
conditions - from the end-user’s point of view. For this purpose, we have designed some experiments to investigate
the influence of network delay on multiuser haptic collaboration system through subjective and objective assessment
by users. This paper shows the results of the relation between QoS and network delay on haptic Net-VEs.

1 Introduction

The number of real-time multimedia applications over
network has been increasing steadily, and with it, to
measure and assess Quality of Service (QoS) are be-
coming more and more important. There has been
a surge in literture addressing QoS issues. But the
emphasis has been on the QoS of conventional “one-
directional” multimedia(i.e, visual and auditory. Far-
thermore, most of them focus on QoS issues at the
network level, rather than from the end-user’s point
of view. Since it is the end-user who will determine
whether a service or application is a success, it is vital
to carry out subjective assessment of the multimedia
quality delivered through these.

2 Network Issues on Haptic In-
teracition

Network issues that is, delay, jitter (variation of de-
lay), reliability, or bandwidth may cause severe de-
terioration of stability or performance of the system.
They are unavoidable in realistic network environ-
ments, so need to be discussed carefully. In this sec-
tion, we discuss these issues focused on network la-
tency and communication architecture.

2.1 Network Latency and Force Feed-
back

In networked remote haptic interaction in Virtual En-
vironments(VEs), delay may cause not only time lag
between human operation and force feedback, but sys-
tem instability like an excessive rebound or vibra-
tion of reaction force. As regards impedance dis-
play(sensing motion and producing force)like PHAN-
ToM, interaction force between haptic device end
point and virtual object is calculated based on Spring-
dumper model. Reaction force is generated in propor-
tion to the depth of a PHANToM cursor in a virtual
object and the relative velocity between a cursor and
a object. Without delay between haptic display and
VEs , reaction force calculated in VEs is output to
haptic device instantly, but when there is some delay,
a time lag between generating and outputting reac-
tion force occurs. For this time lag, haptic end point
might penetrate deeper in a virtual object till it is
pushed back by reaction force. By the time the force
feedback arrives haptic display, the penetration have
already increased, so large forces are generated. This
effect is felt as a rebound or vibration of a haptic dis-
play by users.

Differences of delay time between each users in SVEs
is also troublesome. Network states - including delay
time - in each client are not the same in many cases.



This may cause inconsistency of collaboration.

2.2 Communication Architectures

Generally, we can choose various communication ar-
chitectures to realize SVEs, for example, client-server
or peer-to-peer, or a mixture of them and so on.
They have different features respectively, so we need
to choose more suitable ones considering of the overall
system along with their advantages and disadvantages.

Suppose the simplest case of Peer-to-peer architec-
ture. In this case, all clients have whole SVEs infor-
mation independently, and required data to be trans-
mitted is only PHANToM position information. In
this architecture, to guarantee consistency of SVEs on
condition that exists fixed delay, we only have to delay
timing that local PHANToM position is displayed to
the maximum delay time of all the peer-to-peer con-
nection. This method provides absolute consistency
for SVEs without excess penetrating. However, as an
increase of a number of clients the connections become
complex, besides each client requires a high machine
power to calculate all SVEs . In the client-server ar-
chitecture, a required machine power of each client is
lower and connections are simpler than peer-to-peer.
Moreover, by managing SVEs in a central server it can
keep consistency of collaboration. But the differences
of delay may cause inconsistency of collaboration.

Internet
Graphics

Haptics

Client

Haptics

Graphics

Client

Server

Figure 1: Client-Server Model of Net-SVEs

3 Design of System

In consideration of the issues described in previous sec-
tion, we designed a prototype of network-based haptic
collaboration system for subjective and objective as-
sessment.

This time, we adopted Client-Server architecture for
network-based haptic collaboration system. In this ar-
chitecture, physical simulation or management of en-
tity state are processed at a central server almost all

together in order to keep consistency of collaboration.
Details of each part of the system are provided below.

3.1 Control Design

To avoid generation of excess reaction force, it is cal-
culated at each client. In Figure 2 , Fe, the force
calculated in a server, is applied to VEs managed by
the server, and Fm, the force calculated in clients, is
applied to haptic display. A server transmits infor-
mation of object surface state which is contacting to
server PHANToM position, to each client. Each client
calculates the reaction force based on interaction be-
tween the contact object state from the server, and
client PHANToM position.

Fe

haptic device velocity(Vm)

Fm

SVEs

contact object state(Oe)

Server Client

Oe

Network delayVm

haptic device

Figure 2: Control Design for haptic net-VEs

3.2 System Specification

• Server
PLATFORM :Windows NT4.0
CPU :PentiumIII 600MHz
RAM :128MB SDRAM
NIC(10/100BASE-TX):3COM 3C905B-J-TX

• Clients
PLATFORM :Windows NT4.0
CPU :PentiumIII 850MHz
RAM :512MB SDRAM
Display-Adapter:ELSA Gloria-XXL with 3D
shutter glasses
Force Device :PHANToM PREMIUM 3.0L
NIC(10/100BASE-TX):3COM 3C905B-J-TX

4 Experiments

4.1 Experimental Overview

In the experiments, the users perform a task along
with a particular rule in a VE. Network delay from



Figure 3: A View of the Experiments in SVEs : Users
manipulate a dynamic cube in order that the moving
target is always within the cube in collaboration. The
target moves along the two circles at 30 seconds per
cycle.

the server to each user is changed arbitrarily and
independently, and the deterioration of performance
is measured. We characterized the system perfor-
mance as Quality of Service(QoS). QoS is measured
by both subjective and objective(quantitative) assess-
ment. Our experiment are designed for both single-
user and multi-user system. At present, single-user
experiment has always conducted.

4.2 Experimental Design

A task of both experiments is the same, except motion
constraint of virtual dynamic object.

In VEs(Figure 3), there is a small moving tar-
get. Users manipulate a dynamic cube in order that
the target is always within the cube. The target
moves along the two circles at 30 seconds per cycle.
We constrained the motion of the object on the 2-
Dementional plane, to control the difficulty of this
task.

4.2.1 Experiment1(single-user)

As preparation, we have experimented on networked
single-user haptic operative system in a VE - without
collaboration. This is aim to investigate the influence
of delay on a sense of operation of virtual object in
client-server architecture. The dynamic cube does not
rotate in the single-user VE, so a user lifts up and
moves the cube by supporting the bottom surface.

4.2.2 Experiment2(multi-user)

Based on the results of an experiment1, we imple-
mented networked multi-user collaborative system in

a SVE. This aims to investigate the influence of differ-
ence of delay between each client on a sense of accom-
plishment of a task. In case of multi-player system,
the cube behaves as rigidbody, so users must nip and
manipulate cube in collaboration as keeping the bal-
ance.

4.3 Assessment Methodology

4.3.1 Subjective Assessment

Since there are no recommendation of haptic qual-
ity assessment methodology, we adopted the method
of assessing quality of image[1]. In this case, com-
parisons to reference conditions (i.e.no network delay)
are made using the double-stimulus continuous quality
scale (DSCQS) and the double stimulus impairment
scale (DSIS). The scale of both methods, 5-point qual-
ity scale and impairment scale are defined at Table1.

A Subjective quality is assessed based on, ”contro-
lablity of the object”(using DSIS), “a feeling of touch
to the object”(using DSCQS), and”a sense of fulfill-
ment of the collaborative task”(using DSIS, multi-user
only).

Table 1: 5-point opinion scale

Score Impairment Scale Quality Scale
5 Imperceptible Excellent
4 Perceptible, but not annoying Good
3 Slightly annoying Fair
2 Annoying Poor
1 Very annoying Bad

30sec 30sec 30sec 30sec

No Delay No DelayDelay(n) Delay(n)
Rest Rest Rest Rest

5sec 5sec 5sec 10sec

Assess & Enter the score

Figure 4: Presentation method of assessment

4.3.2 Objective Assessment

A quantitative(objective) measures for the ”the per-
formance of the task” was derived from how long time
users could keep a moving target within the cube.



5 Results

The Experimental results are shown below. They are
not reliable enough statistically, but indicate tenden-
cies of the effects of delay on QoS in networked haptic
interaction in a VE. Single-user experimental results
are shown in Figure5-7. They indicate an allowable
rate of delay are around 60ms in the system.

Conculusions

This paper reports the prototype experimental system
design and implementation for investigating the influ-
ence of network delay on QoS of haptic interaction in
SVEs, and shows the experimental results. The multi-
user experiment is being conducted now, and the re-
sults will be shown in the near future.
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Abstract

This paper presents LEM - Long Elements Method, a new approach for physically based simulation of deformable

objects, suitable for real time animation and haptic interaction. The method implements a static solution for

elastic global deformations of objects �lled with 
uid based on the Pascal's principle and volume conservation.

The physics of the objects are modeled using bulk variables: pressure, density, volume and stress. The volumes

are discretised in long elements. This discretisation has two main advantages: the number of elements used to �ll

an object is one order of magnitude less than in a discretisation based on tetrahedric or cubic elements; the graphic

and the haptic feedback can be directly derived from the elements, and no intermediate geometric representation

is needed. The use of static instead of PDE equations avoids all the problems concerning numerical integration,

ensuring stability for the simulation and for the haptic rendering.

1 Introduction

The method proposed in this paper was conceived for soft tissue real time simulation, particularly for surgical
simulation. The priorities in this kind of application are: unrestricted multi-modal interactiveness, including
interactive topological changes (cutting, suturing, removing material, etc), physically based behavior, volumetric
modeling (homogeneous and non-homogeneous materials) and scalability (high accuracy when needed).

The approach is based on a static solution for elastic deformations of objects �lled with uncompressible 
uid,
which is a good approximation for biological tissues. The volumes are discretised in a set of Long Elements (LE),
and an equilibrium equation is de�ned for each element using bulk variables. The set of static equations, plus
the Pascal's principle and the volume conservation, are used to de�ne a system that is solved to �nd the object
deformations and forces. Global and physically consistent deformations are obtained (Fig. 1).

Figure 1: Soft-tissue touched by a rigid probe

For a survey of deformable modeling in computer graphics the reader is referred to [1]. Others recent methods
proposed are the "Geometric Nonlinear �nite element method" [3], the "Boundary Element Method" [2] and some
medical simulators [4], [5], [6].
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2 Method Formulation

2.1 Pressure and Stress

Figure 2: Long element

Consider the long elastic element illustrated in �gure 2. The force F per unit of area A is de�ned as pressure:
P = F=A. However the force per area unit producing the deformation is also the stress. For small applied forces,
the stress s in a material is usually linearly related to its deformation (its change in length in our long elastic
object). De�ning elasticity E as the variable relating stress and the fractional change in length: �L=L, it is
possible to write: s = E�L=L. Since the stress is related to the fractional change in length, the force can be
related to the elongation �L in the well known form:

F = K�L where K = AE=L: (1)

Note that K is not constant, but it depends on the length L.

2.2 Static Solution

The static condition states that the forces, or pressures, in one sense have a correspondent of the same magnitude
in the contrary sense on each point of the surface of the object , or: Pint = Pext. The external pressure Pext on
the surface is a�ected by the atmospheric pressure and by the stress when an elongation exists, so:

Pext = Patm +E�L=L: (2)

The surface tension also a�ects the external pressure, as described further in section 2.4.
Considering that the object is �lled by 
uid, the internal pressure (Pint) is formed by the pressure of the 
uid

(without gravity) and the e�ect of the gravity acceleration (g), so:

Pint = Pfluid + dgh (3)

where h is the distance between the upper part of the 
uid and the point where the pressure is calculated. From
the last three equations, a continuous equation can be obtained as:

E�L=L��P = dgh (4)

where �P = Pfluid � Patm.
Another external pressure to be considered comes from contacts between the object and its environment. At

the points on the object surface, where are some external contacts, a term is added to the right side of equation 2.
To obey the action-reaction law, the force applied to the external contact and to the object must to have the same
magnitude. It means that the external pressure applied by the contact must be equal to �P . The elongation �L
is de�ned by the penetration of the contact in order to make the surface follow the contact position (y). With
these considerations, the equation 4 can be rewritten for the elements where there is external contact as:

�L = y: (5)

2.3 Long Elements

To simulate a deformable object we propose a discretisation of its volume in a set of long elements (Fig. 2).
The idea is to �ll the volume with long elements, to de�ne equilibrium equations for each element based on the
stated principles and to add global constraints in order to obtain a global physical behavior. A long element
can be compared to a spring �xed in one extremity and having the other extremity attached to a point in the
movable object surface. Di�erent meshing strategies can be conceived to �ll the objects. Applying the continuous
equations (eqs. 4 and 5) for each of this elements we obtain:

Ei:�Li=Li ��Pi = digi:hi (6)



for the untouched elements. For the touched elements we obtain:

�Li = yi (7)

To make the connection between the elements two border conditions are applied:

1. Pascal's principle says that an external pressure applied to a 
uid con�ned within a closed container is

transmitted undiminished throughout the entire 
uid. Mathematically:

�Pi = �Pj for any i and j. (8)

The �rst equation of this section (eq. 6) can then be written without the index i in the term �Pi.

2. The 
uid is considered incompressible. It means that the volume conservation must be guaranteed when
there is some external contact to the object. The volume dislocated by the contact will cause the dislocation
of the entire surface, or in other words, the variation of volume due to the elements touched by the contact
have to be equal to the sum of the volume created by the dislocation of all untouched elements to ensure
the volume conservation:

NX

i=1

Ai�Li = 0 (9)

where N is the total number of elements.

2.4 Surface Tension

To reproduce the surface tension forces a number of terms will be added to the right side of the equation 2
corresponding to the neighborhood considered around the element. These terms are of the form P = FA = kxA,
where x is the di�erence between the deformations of an element and its neighbor and k is a local spring constant.
For a given element i the term relating its deformation to the deformation of its neighbor j is:

kj(�Li ��Lj)Ai (10)

3 Mathematical Solution

Equations 6, 8 and 10 de�ne the �nal equation for the untouched elements (considering 4 neighbors):

(Ei=Li + 4kA)�Li � kA(�Li�1 +�Li+1 +�Lj +�Ll)��P = digi:hi (11)

where k and A were done constant for all elements to make easier the notation.
The untouched elements (equation 11) plus the elements in contact with the environment (equation 5) de�ne

a set of N equations, where N is the number of elements used to �ll the object. Adding the equation of volume
conservation (eq. 9) we have N + 1 equations and N + 1 unknowns: the pressure (�P ) and the deformation of
each element (�Li for i = 1 to N).These N + 1 equations can be written as a problem of the type A:x = B.

4 Method Implementation

The described method was used to implement a generic soft tissue VR simulator. The simulator was implemented
in C++ in a Windows NT platform. This �rst prototype simulates deformations of a compliant object contacted
by a rigid probe.

4.1 System organization

The system is organized around three decoupled main loops, executed concurrently in di�erent processing units
(threads, process and/or machines). The �rst loop simulates the deformations, the second renders the graphics
and the third renders the haptics. The main loops share the data structure containing the long elements.

The objects are discretised in Cartesian meshes, each mesh containing long elements parallel to one axis of the
reference frame. A Cartesian mesh de�nes a grid of parallel elements crossing the object. Each element starts in
a point of the surface and crosses the volume until the end of the material, de�ning a line segment parallel to one
of the reference frame axis.



Simulation loop The iterative biconjugate gradient method [7] is used to solve the system of equations de�ned
in section 3. The static equations system does not demand any particular concern about time steps, sti�ness or
stability. The matrix is dynamically de�ned and the system A:x = B can be rapidly solved. The solution (x) is
the surface deformation, de�ned by a set of length di�erences in each element, and the di�erence in pressure.

Graphic loop OpenGL and GLUT are used to render the 3D volumes. There is no explicit geometric model of
the object surface. In order to draw the object we use vertices directly derived from the long elements extremities
and polygons de�ned between neighbor elements.

Haptic loop The LE representation of a volume is excellent for haptic rendering. The one point collision
detection between the haptic probe position and the volume can be easily done using directly the LE cartesian
meshes. Each mesh de�nes a grid, or a space �lling map, and the collision detection in one mesh consists in
checking the grid position corresponding to the probe position to see if the probe is penetrating a LE. Each mesh
being parallel to one axis of the reference frame, the force feedback estimation is naturally decomposed. Each
component of the force vector is independently estimated using the corresponding LE mesh.

During the collision two forces are been applied by the object to the haptic probe: a force applied by the
touched elements (eq. 1) on the direction of the element and a force applied by the 
uid inside the object (eq.
12). Multiplying both sides of equation 4 by the contact area Ac and comparing to equations 1 we obtain:

F = �P:Ac + dgh:Ac (12)

This force is perpendicular to the object surface and depends on the internal pressure, not on the penetration.

4.2 Results

In a standard dual 700MHz PC one iteration of the simulation loop takes about 0.05 seconds for a 600 elements
mesh. The haptic interface was implemented using a PHANTOM haptic device (http://www.sensable.com). See
�gs. 1 and 3 for some examples of deformation. The global deformations are physically consistent and important
phenomena such as the movement of all parts of the solid due to the preservation of volume are automatically
produced.

Figure 3: Soft sphere touched by a rigid probe

5 Conclusions

Utilizing the LE method have been able to physically model elastic deformations in a way that preserves volume,
permits real time topology changes and is rapidly computable. The discretisation adopted by the method has
two main advantages: the number of elements used to �ll an object is one order of magnitude less than in a
discretisation based on tetrahedric or cubic elements; the graphic and the haptic feedback can be directly derived
from the elements, and no intermediate geometric representation is needed. The use of static instead of PDE
equations avoids all the problems concerning numerical integration, ensuring stability for the simulation. No
pre-calculations or condensations are used, in order to enable real time topology changes.
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Pressure Masks for Point-like Contact with Elastic Models
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Abstract

In this paper, we introduce pressure masks for support-
ing the convenient abstraction of localized scale-specific
point-like contact with a discrete elastic object. While
these masks may be defined for any elastic model, spe-
cial attention is given to the case of point-like contact
with precomputed linear elastostatic models for pur-
poses of haptic force-feedback.

1 Introduction

It has long been recognized that point contact is a
convenient abstraction for haptic interactions, and the
PHANToMTM haptic interface is a testament to that
fact. While it is possible to consider the contact area
to be truly a point for rigid models, this is not possible
for elastic models, as infinite contact pressure can lead
to various inconsistencies. The solution is simply to as-
sume the contact zone has tractions distributed over a
finite surface area. We propose to do this efficiently and
consistently by introducing pressure masks for defining
nodal traction distributions. This addresses at least two
core issues. First, having a point contact with force dis-
tributed over a finite area is somewhat contradictory,
and the traction distribution is effectively an underde-
termined quantity without any inherent spatial scale.
This is resolved by treating the contact as a single dis-
placement constraint whose traction distribution enters
as a user (or manipulandum) specified parameter. The
distribution of force on the surface of the model can then
be consistently specified in a fashion which is indepen-
dent of the scale of the mesh. Second, given the model
is discrete, special care must be taken to ensure a suffi-
ciently regular force response on the surface, since irreg-
ularities are very noticeable during sliding contact mo-
tions. By suitably interpolating nodal force responses,
displacement constraints can be imposed which will re-
sult in regular haptic force-feedback.

The pressure mask approach is particularly effective
for haptics when used with linear elastostatic models
with precomputed Green’s functions, since force re-
sponse can usually be computed at O(1) cost. In §2,
minimal definitions and notation for discussing the elas-
tostatic model are presented. Afterwards, in §3, the
construction and definition of pressure masks is given,
and it is shown how to compute nodal (or vertex) stiff-

1Institute of Applied Mathematics
2Dept. of Computer Science, {djames|pai}@cs.ubc.ca

nesses for elastostatic models and then use these to con-
sistently define the surface’s stiffness.

Much of this material is presented in much greater
detail in [JP]; throughout, an identical notation is used.

Figure 1: Point Contact Must Not be Taken Literally
for Elastic Models : This figure illustrates the devel-
opment of a displacement singularity associated with a
concentrated surface force as the continuum limit is ap-
proached. In the left image, a unit force applied to a
vertex of a discrete elastic model results in a finite vertex
displacement. As the model’s mesh is refined (middle
and right image), the same concentrated force load even-
tually tends to produce a singular displacement at the
contact location, and the stiffness of any single vertex
approaches zero (see Table 6).

2 Linear Elastostatic Model Back-
ground

Precomputed linear elastostatic models of various dis-
cretization origins are efficient candidates for real time
haptic interaction [BC96, JP99, JP]. A general bound-
ary Green’s function description is now very briefly pre-
sented for use in §3.

2.1 Nodal Displacement and Traction Variables

Consider a discrete elastic model with n surface nodes,
e.g., polyhedral mesh vertices, for which nodal quanti-
ties are defined. Specifically, let the surface displace-
ment u(x) and traction p(x) fields be parametrized by
n-vectors of nodal variables,

u = [u1, . . . , un]
T (1)

p = [p1, . . . , pn]
T , (2)

where each of the values uk and pk belong to R3. Since
our boundary element implementation uses vertex-
based triangle mesh models, we shall often refer to a
node as a vertex.



2.2 Reference Boundary Value Problem
(RBVP) Definition

A major benefit of using linear elastostatic models for
haptics is that it is possible to precompute the Green’s
functions to one particular class of boundary value prob-
lem (BVP), a relevant reference BVP (RBVP), and be
able to efficiently compute components of those solu-
tions rapidly at run time (see Figure 2).

Without loss of generality, assume that either posi-
tion or traction constraints are specified at each bound-
ary node. Let the mutually exclusive nodal index sets
Λ0
u and Λ0

p specify nodes with displacement and trac-

tion constraints, respectively, so that Λ0
u ∩ Λ0

p = ∅ and

Λ0
u ∪ Λ0

p = {1, 2, ..., n}. Specifying boundary values at
each of the n nodes defines a BVP to be solved for de-
sired unknown variables, e.g., haptic contact forces, at
each step of the simulation. Denote the unspecified and
complementary specified nodal variables by

vj =

�
pj : j ∈ Λ0

u

uj : j ∈ Λ0
p

and v̄j =

�
ūj : j ∈ Λ0

u

p̄j : j ∈ Λ0
p

(3)
respectively.

0
pΛ

0
uΛFixed Boundary;

Free Boundary;

Figure 2: Reference Boundary Value Problem (RBVP)
Example: The RBVP associated with a model attached
to a rigid support is shown with boundary regions hav-
ing fixed (Λ0

u) or free (Λ0
p) nodal constraints indicated.

A typical haptic simulation would then impose contacts
on the free boundary nodes, Λ0

p.

2.3 RBVP Solution using Green’s Functions

The general solution of the RBVP is conveniently ex-
pressed using Green’s functions of the RBVP as

v = Ξv̄ =
X
j∈Λ0

u

ξj ūj +
X
j∈Λ0

p

ξj p̄j , (4)

where the reference system Green’s functions (RSGFs)
are the block columns of the matrix

Ξ = [ξ1ξ2 · · · ξn] ∈ R3n×3n. (5)

The jth RSGF describes the effect of the jth node’s spec-
ified boundary value, v̄j. In practice it is only necessary
to compute RSGFs for nodes which may have changing
nonzero boundary values during the simulation.

Since the RSGFs only depend on the RBVP and the
geometric and material properties of the deformable ob-
ject, they may be precomputed for use in a simulation.

Note that this applies to any discrete linear elastostatic
model, regardless of internal material properties or the
discretization technique employed.

3 Surface Stiffness Models for Point-
like Contact

This section presents the pressure mask approach for
elastic models (§3.1), then specializes to linear elasto-
static models for which the pressure masks may be used
to compute vertex stiffnesses (§3.2) which are in turn
used to compute the surface stiffness (§3.3).

3.1 Pressure Masks for Distributed Point-like
Contacts

In this section, pressure masks are defined and used to
specify the traction distribution associated with force
applied via a masked vertex constraint.

3.1.1 Discrete Traction Space Definitions

In order to characterize traction distributions for the
discussion of mask construction and the smoothness of
force response, it is necessary to define a discrete scalar
function space, L, on the model’s boundary, Γ. Let

L = span {φj(x), j = 1 . . . n, x ∈ Γ} , (6)

where φj(x) is a scalar basis function associated with

the jth node. The traction field is then a vector function
whose components lie in L,

p = p(x) =

nX
j=1

φj(x)pj .

(x)ρ

0

p

f

Figure 3: Collocated Scalar Masks: A direct means
for obtaining a relative pressure amplitude distribution
about each node, is to employ a user-specified scalar
functional of the desired spatial scale. The scalar pres-
sure mask is then given by nodal collocation (left), after
which the vector traction distribution associated with a
nodal point load is then computed as the product of
the applied force vector and the (compactly supported)
scalar mask (right).

3.1.2 Pressure Mask Definition

Scalar relative pressure masks provide a flexible means
for modeling vector pressure distributions associated
with each node. This allows a force applied at the ith



node to generate a traction distribution which is a linear
combination of {φj(x)} and not just φi(x).

In the continuous setting, a scalar surface density
ρ(x) : Γ → R will relate the localized contact force f
to the applied traction p via

p(x) = ρ(x)f

which in turn implies the normalization conditionZ
Γ

ρ(x)dΓx = 1. (7)

In the discrete setting, the surface density on Γ is

ρ(x) =

nX
j=1

φj(x)ρj ∈ L, (8)

and is parameterized by scalar pressure mask vector,

ρ = [ρ1, ρ2, . . . , ρn]
T .

Substituting (8) into (7), the discrete normalization con-
dition satisfied becomes

aT ρ = 1, (9)

where

ai =

Z
Γ

φi(x)dΓx (10)

defines the vertex area. Notice that the mask density ρ
has units of 1

area
.

In practice, the vertex pressure mask ρ may be speci-
fied in a variety of ways. It could be specified at runtime,
e.g., as the byproduct of a physical contact mechan-
ics solution, or be a user specified quantity. We shall
consider the case where there is a compactly supported
scalar function ρ(x) specified at each vertex on the free
boundary. The corresponding pressure mask ρmay then
be defined using nodal collocation (see Figure 3),

ρj =

�
ρ(xj), j ∈ Λ0

p,
0, j ∈ Λ0

u.
,

followed by suitable normalization to satisfy (9).
In the following, denote the density mask for the ith

vertex by the n-vector ρi, with nonzero values being in-
dicated by the set of masked nodal indices Mi. Since
the intention is to distribute force on the free bound-
ary, masks will only be defined for i∈Λ0

p. Additionally,
these masks will only involve nodes on the free bound-
ary, Mi⊂Λ0

p, as well as be nonempty, |Mi| > 0.

3.1.3 Example: Spherical Mask Functionals

Spherically symmetric mask functionals with a scale pa-
rameter were suitable candidates for constructing vertex
masks via collocation on smooth surfaces. One exam-
ple, which was commonly used (see Figure 4 and 6), is
a functional with linear radial dependence,

ρi(x; r) =

�
1− |x−xi|

r , |x− xi| < r,
0, otherwise.

,

Figure 4: Illustration of Changing Mask Scale: Exag-
gerated pulling deformations clearly illustrate different
spatial scales in the underlying traction distribution. In
each case, pressure masks were automatically generated
using the linear spherical mask functional (see §3.1.3)
for different values of the radius parameter, r. This ex-
ample shows (left) a single vertex mask, and (right) a
mask involving several nearby vertices. Note that in
each case the surface has been once refined using Loop
subdivision.

where r specifies the radial scale1. The effect of chang-
ing r is shown in Figure 4.

3.2 Vertex Stiffnesses using Pressure Masks

Having consistently characterized point-like force loads
using vertex pressure masks, it is now possible to cal-
culate the stiffness of each vertex. In the following sec-
tions, these vertex stiffnesses will then be used to com-
pute the stiffness at any point on model’s surface for
haptic rendering of point-like contact.

3.2.1 Elastic Vertex Stiffness

For any single node, i, on the free, i∈Λ0
p, or rigidly fixed

boundary, i∈Λ0
u, a finite force stiffness, Ki∈R3×3, may

be associated with its displacement, i.e.,

f = Kiui, i ∈ Λ0
p.

Given a force f applied at vertex i∈Λ0
p, the correspond-

ing distributed traction constraints are

pj = ρijf . (11)

Then using (4), the displacement of the ith vertex is

ui =
X
j∈Mi

Ξijpj =
X
j∈Mi

ρijΞijf ,

so that the effective stiffness of the masked vertex is

Ki =

0
@ X
j∈Mi

ρijΞij

1
A
−1

, i ∈ Λ0
p. (12)

It follows from (4) and (11) that the corresponding glob-
ally consistent solution is

v = ζif =

0
@ X
j∈Mi

ρijξj

1
A f (13)

1r may be thought of as the size of the haptic probe’s tip.



where ζi is the convolution of the RSGFs with the mask
ρi, and characterizes the distributed force load.

# Vertices Single ‖K‖2 Masked ‖K‖2
34 7.3 13.3
130 2.8 11.8
514 1.1 11.2

Figure 5: Vertex Stiffness Dependence on Mesh Reso-
lution: This table shows vertex stiffness magnitudes
(arbitrary units) for a BEM model at three different
Loop subdivision mesh resolutions. The stiffness corre-
sponding to a single vertex constraint exhibits a large
dependence on mesh resolution, and has a magnitude
which rapidly decreases to zero as the mesh is refined.
On the other hand, the stiffness generated using a ver-
tex pressure mask (collocated linear sphere functional
(see §3.1.3) with radius equal to the coarsest mesh’s
mean edge length) has substantially less mesh depen-
dence, and quickly approaches a nonzero value.

3.2.2 Rigid Vertex Stiffness

For surfaces of rigid models, a finite force response may
be defined using an isotropic stiffness matrix,

KR = kRigid I3 ∈ R3×3, kRigid ∈ R.

This is useful for defining a response at position con-
strained vertices of a deformable model,

Kj = KR, j ∈ Λ0
u, (14)

for determining contact responses on neighbouring tri-
angles which are not rigid.

(a) a(x) (b) ‖K(x)‖2 (c) ‖K(x)‖2

Figure 6: Effect of Pressure Masks on Surface Stiff-
ness: Even models with reasonable mesh quality, such
as this simple BEM kidney model, can exhibit haptically
perceptible surface stiffness irregularities when single-
vertex stiffnesses are used. A plot (a) of the vertex area,
a, clearly indicates regions of large (dark red) and small
(light blue) triangles. In (b) the norm of the single-
vertex surface stiffness, ‖K(x)‖2, reveals a noticeable
degree of mesh-related stiffness artifacts. On the other
hand, the stiffness plotted in (c) was generated using a
pressure mask (collocated linear sphere functional (see
§3.1.3) of radius twice the mesh’s mean edge length) and
better approximates the regular force response expected
of such a model.

3.3 Surface Stiffness from Vertex Stiffnesses

Given the vertex stiffnesses, {Kj}nj=1, the surface stiff-
ness is defined using nodal interpolation

K(x) =

nX
j=1

φj(x)Kj, x ∈ Γ, (15)

so that (K(x))ij ∈L. Note that there are usually only a

small number of nonzero terms in the sum of (15). In
this way, the surface stiffness may be continuously de-
fined using only |Λ0

p| free boundary vertex stiffnesses and
a single rigid stiffness parameter, kRigid , regardless of the
extent of the masks. The benefit of pressure masks is
clearly visible in Figure 6 for piecewise linear L.

It follows [JP] that the global deformation corre-
sponding to the displacement constraint ū applied on
the free boundary at x∈Γ is

v =
X
i∈Λ0

p

ζiφi(x)f =
X
i∈Λ0

p

0
@ X
j∈Mi

ρijξj

1
Aφi(x)f . (16)

We note that this may be interpreted as an elastostatic
generalization of force shading [MS96].

4 Summary and Conclusion

We have introduced pressure masks for the consistent
definition of forces arising from point-like haptic in-
teractions. This leads to a computationally efficient
means for obtaining regular surface force responses
from discrete elastostatic models. Experiments using
a PHANToMTM interface confirmed that the pressure
masks produced a perceptible improvement.
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Abstract

In many teleoperation tasks scaling of positions is needed due to di�erent workspaces of the master
and the slave robot. Two examples, where the PHANToM T-Model is used for teleoperation with force
feedback in our institute, are telesurgery and teleassembly. In both cases the teleoperation task can
be divided in an approach phase and a manipulation phase. In the approach phase the PHANToM's
movement has to be enlarged, whereas in the manipulation phase the scaling is 1:1 or even zoomed to
allow easy manipulation (telesurgery).

In the proposed paper the e�ects of the position scaling on the forces and/or the control parameters
are addressed. As force feedback can give the human operator much aid to ful�ll the task, it should
not be perturbed due to wrong scaling. Our results show that the human reacts on changes in the
sti�ness of his environment. So, if scaling is done, the resulting sti�ness, that can be detected by the
human arm at the PHANToM needs to be the same as without scaling.

1 Introduction

In the �eld of robotic applications teleoperation
plays an important role, due to the still limited au-
tonomous capabilities of robots. Robots equipped
with sensors can perform certain tasks in an au-
tonomous way, but their reaction on situations that
are not foreseen is limited. Teleoperation is a pos-
sibility to enhance the use cases for robots in un-
known environments.

Teleoperation has often only visual and acous-
tic feedback for the operator. Additional sensor
information, e.g. forces, can be displayed option-
ally [HBDH93]. So the operator can not use all his
senses to ful�ll the task, especially his sensomotoric
skills are neglected. Using force feedback will over-
come this limitation, so recently a lot of research is
done in this �eld. The PHANToM device [MS94]
is one of the �rst commercial products, that gave a
push to these developments.

Introducing a generic haptic device brings up
the problem that the master and the slave devices

have a di�erent kinematic structure and di�erent
workspaces. The problem of di�erent kinematics
can be solved by introducing a generic interface,
e.g. Cartesian control [OH00]. If the workspace
sizes of the master device and the slave robot dif-
fer, indexing or scaling has to be done.

To analyze the scaling e�ects we have two scenar-
ios with di�erent needs and di�erent dimensions.
One is the telesurgery, where the PHANToM is cou-
pled with a ZEUS robot arm from ComputerMotion
for minimal invasive surgery. Here the interesting
space for the surgery lies in a cubic with about 2
cm edge length, but the instrument has to travel
through the body about 20 cm. The other case
is the teleassembly with an industrial robot from
Kuka. The task is to insert a piston into a motor-
block, where in the approach phase the piston has
to be moved about 1 m and in the put-in phase
there is a maximal tolerance of 1/10 mm in the po-
sitioning the slave robot. Fig 1 shows the principle
setup for the scenarios.

The problem of micro assembly will not be ad-

1



Telesurgery
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Figure 1: Scenarios for di�erent scaling parameters

dressed. In a micro assembly teleoperation scaling
is more diÆcult, because the sources of the domi-
nant forces, e.g. gravity in the macro world, change
[YHUY94].

2 Control Structure

In both scenarios the slave robot is position con-
trolled and the master device has direct force feed-
back with additional position error feedback. Lat-
ter is to stabilize the system due to di�erent dy-
namic properties of the master and the slave robot.
The control structure can be seen in Fig 2.

PHANToM Pos.Ctrl slave robot

Environment

K P

K f

f PH

f slave

f
OP x PH

x slavex slave

-

-

-

Figure 2: Control structure for teleoperation

The feedback control law is

fPH = KP (xPH � xslave) +KffEnv; (1)

where xPH and xslave are the positions of the
PHANToM and the slave robot respectively, fPH

is the force displayed by the PHANToM and fEnv
is measured at the remote side. KP and Kf are the
control parameters.
Kf is normally equal to one, but can be tuned

down, if communication delay a�ects the stability.
KP represents a virtual coupling between the mas-
ter and the slave system and depends on the dy-
namic properties, communication delays and/or the
desired task.

3 Indexing

If the workspace of the master device is smaller
than the one of the slave robot, only part of the
latter workspace can be mapped to the master side,
so that it is accessible to the operator. Indexing
means, that the movement is not scaled, but that
we have a variable o�set (index) of the master's
position within the slave's workspace, see Fig 3. In
this case force feedback is not in
uenced by the
di�erent dimensions of the robots.
The problem of indexing is that it is not very

comfortable to move the slave from one manipula-
tion area to another, because e.g. in the teleassem-
bly scenario indexing has to be done very often.
On the other hand, if the interesting area for

the manipulation is smaller than the master's
workspace (e.g. telesurgery), indexing does not

2
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Figure 3: Indexing within slave robot's workspace

help to improve the task.

4 Scaling the movement

A solution to these problems is to scale the move-
ment according to the desired task and task phase,
i.e. in an approach phase the master's motion is
magni�ed to the slave's workspace and in the ma-
nipulation phase it is kept constant or downsized.
Now the e�ect of this scaling is analyzed. We de�ne
the scaling factor s as follows

xslave = s � xPH : (2)

If scaling is done to the position only, the forces
felt by the human keep the same as measured at
the remote side and so the appearing sti�ness of
the environment changes due to the scaling factor
s.

Ku =
fEnv

�xslave �
1

s

= s �KEnv (3)

where Ku is the sti�ness felt at the operator side
(neglecting dynamic e�ects like damping or iner-
tia) , fEnv is the force measured and �xslave is the
displacement of the slave robot. KEnv is the sti�-
ness of the environment, which is scaled by s to the
operator.
If s > 1 the sti�ness of the environment appears

to the human higher as it is and so the system can
become unstable. So we have to scale the force
with the same factor to avoid this behavior and the
resulting feedback law is

fPH = KP (xPH �

1

s
xslave) +Kf

1

s
fEnv: (4)

This case occurs in the teleassembly scenario (Fig
5), because the dimensions of the work cell are
much bigger than the workspace of the PHANToM.
In the approach phase, when the piston is manoeu-
vred to the motorblock we use s = 5. With this
factor still indexing is needed once. But bigger
scaling factors resulted in an unstable teleopera-
tion system, because the positional resolution of
the human and the dynamic of the robot are lim-
ited. During the manipulation phase, i.e. inserting
the piston we used the scaling factor s = 1 with
good results.
If s < 1 the motion is scaled down. So the dis-

placement of the slave robot is smaller than the one
of the master device. This is equal to the optical
zooming. Again as the human feels the properties
of the environment like sti�ness, these properties
should maintain and so the same scaling has to be
done to the measured forces.

Figure 4: Telesurgery experiment with German sec-
retary of research Mrs. Bulmahn

In the telesurgery scenario the workspace of the
PHANToM is nearly adequate for the approach
phase, so scaling s = 1 is used. During the ma-
nipulation phase, e.g. cutting soft material with
a scalpel, we used a scaling factor s = 0:3, which
led to pleasing results. Even untrained persons are
able to handle the teleoperated scalpel secure, as
we presented during a visit of the German secre-
tary for research Mrs. Bulmahn (Fig 4).

3



Approach phase Manipulation phase

Figure 5: Teleassembly of piston into a motorblock

5 Conclusions

In several experiments with the two di�erent
scenarios it was seen that scaling the position
and forces is a good way to match the di�erent
workspace sizes of master and slave. If it is done
carefully the environment sti�ness maintained at
the master's side and so the human's sensomo-
toric skills can be used to ful�ll the task. In the
telesurgery scenario a down scaling was performed
in the manipulation task, whereas in the teleassem-
bly scenario the master's motion was scaled up dur-
ing the approach phase.
Further work has to be done concerning a smooth

zooming. This includes also the problem of scaling
when the slave is in contact. Then the proposed
force scaling will lead to an force step at the master
side, which disturbs the feedback and can cause
instability.
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Using Haptics and Sound in a Virtual Gallery
Bridget Baird
Center for Arts & Technology
Connecticut College

Introduction
Galleries are traditionally places for visual exploration of objects; concert halls provide auditory
exploration.  The tools of virtual reality allow for a new kind of gallery: one that encompasses
features of a traditional visual museum, means for auditory discovery, and in addition, haptic
exploration.  The user is invited to browse through this virtual gallery, interacting with the
objects, feeling their textures, listening to their audio properties, moving around and inside them.
All of this takes place in an interactive, 3D environment where the user navigates and explores
with her eyes, ears, and hands.

The Center for Arts and Technology at Connecticut College has provided an atmosphere for
interactive collaboration. In the past, many of our projects have involved the interaction between
a 3D, visually rich world, and sound.  The possibilities for haptic exploration in such a setting
were very intriguing, not just for the sake of expanding our digital sensory capabilities to include
touch, but also because of the opportunity to explore the interactions and reinforcement among
the senses.

Description
The virtual gallery is set inside a hemisphere, with multi-modal sculptures placed near the edge.
From the center, where the user enters, the objects are not all clearly visible, although light and
vague forms give clues to their presence.  At the center of the world the user experiences a dark
and foggy atmosphere, with rumbling sounds.  As she moves towards the edges of the world
there is more light as well as visual and auditory clarity.  Nearing an object causes it to come into
focus, both visually and through sound.  The rumbling noise that she experiences in the center of
the world lessens and begins to blend with the individual auditory properties associated with the
object itself.  Navigation is by means of a joystick, which allows her to move forward or
backward, up or down, and yaw from side to side.  The user also has stereo eyeglasses, which
increase the feeling of immersion in the three-dimensional world. The user’s right hand controls
a phantom.  The model for navigation is that of a person walking through a world, holding a
hand out in front.  In this virtual world there is no gravity, and both the objects and the user can
float in space.  Other laws of physics are partially observed, depending on the object: some can
be bumped into with the phantom, some are impenetrable, others can be entered.

The virtual gallery is programmed in Visual C++ on a PC and uses Sense8’s World Toolkit
libraries as well as the Ghost 3 libraries.  Models were created in a dxf format and then translated
to VRML2, for both the haptic and visual worlds.  Because of the addition of the World Toolkit
libraries it was necessary to create dual haptic and graphic worlds.

Haptic Interactions
Each of the five objects possesses visual, audio, and tactile properties.  As the user nears the
object, the sound(s) associated with that object become louder.  The audio is spatialized so that
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as the user moves around the world, the audio changes.  Each object also has haptic
characteristics.  All of these characteristics interact with each other.

One of the objects is multi-faceted and has many angles on its surfaces.  The sound associated
with that object is voices which speak and overlap.  The surface of the object has some give to it
so the user can not only feel the object, but push on it.  It is also possible to push through and
enter the object, either exploring solely with the phantom, or moving hand and head into the
object.  If the user enters this object with her head (ears), the audio files exhibit reverberation and
the voices seem to echo and bounce off the interior walls.  On the inside of the object the user is
also able to explore or push back through to the outside.  Another of the objects has two moving
arms mounted on a central cylinder.  Contact with the arms causes them to start swinging and
also triggers their individualized sounds.  The arms, because they can be in motion, have no
haptic properties, although the central cylinder does.  Another object consists of interlocking
rings.  When the user enters the negative space of the holes in the rings she experiences a haptic
buzzing, which is accompanied by a sound.  The rings themselves have a rather hard surface and
as the user presses on them with the phantom she causes a change to a higher pitch in their
sound.  Pressure on the rings and the rise in pitch are correlated on a sliding scale.  One of the
other objects is in motion as the user approaches, with the haptics turned off.  When the user
touches it (as determined in the graphics world) the haptics are activated and the user is able to
explore its surface.  Another object has hollow bumps or hemispheres on its surface and as the
user goes up inside these hemispheres the viscosity of the phantom increases while at the same
time the pitch of the associated sound is lowered.  This causes the sensation of moving inside a
thick substance where time has slowed.  Throughout all of our design we have looked for ways
in which the multiple senses can interact and reinforce one another.

Phantom Challenges
The necessity for including virtual reality libraries made it impossible to use the OpenGL Ghost
environment.  Thus it was necessary to create dual haptic and graphic environments.  This
situation was made more complex because Ghost and Sense8 have different coordinate
conventions.

A more major difficulty occurred in setting up navigation for the phantom.  Because the user is
free to move around the world, it was necessary to translate the center of the phantom (in the
virtual world) and also adjust its direction.  Navigation is by means of a joystick held in the left
hand; the joystick represents the head (and body) of the user.  We restricted navigation to
forward/backward, yawing from side to side, and up/down elevator motion (using a button).
This navigation seemed to be simple enough to master quite easily, and flexible enough to move
the user where she wishes to go with relative ease.  The right hand operates the phantom; the
visual point of contact (in the virtual world) of the phantom is represented by a small, slightly
glowing sphere.  The paradigm is that of a human: the right hand can move, but it is attached to
the body and so as the body moves through the gallery, the hand moves with it, maintaining its
relative position.  The difficulty that this presented was that movement with the joystick could
easily cause the phantom to come in contact with an object, causing a conflict.  Initially this gave
rise to a constant vibration in the phantom.  The (somewhat OK) programming fix was to first
check to see if the phantom is in contact with any of the objects.  If it was, we don’t update its
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position.  If not and if either the magnitude of the translation or the magnitude of directional shift
is greater than some fixed lower bounds, update the phantom.  Some slight adjustments had to be
made when considering the particular object into which the user can enter: in this case we had to
set touchableByPhantom to FALSE, move the phantom, and then set it back to TRUE.  For all of
the objects we still encoucntered the problem of coming up in the middle of an object and thus
causing excessive force, but could not find a good way around this.  Setting the objects so they
can’t be felt by the phantom begs the question.  We thought of moving the phantom away from
the object slightly so that we wouldn’t have immediate contact, but then we ran into the problem
of what constitutes the inside and the outside of objects, and this question is already vexing
enough for our graphics. The problem of navigation is certainly the largest one we encountered
and we have not solved it to our satisfaction.

Other problems were more standard.  We get low frame rate, even with a dual processor and a
graphics card.  This is probably because, in addition to the graphics and haptics, we are doing
real-time sound processing: spatializing, mixing sounds together, changing pitches, adding
reverberations, etc.  Another problem is the proliferation of devices: manipulating a world that
includes eyeglasses or HMD, sound, joystick and phantom creates a cumbersome environment,
but a manageable one.

Future Research
The project we are currently working on is really a test bed for using haptics, vision, and audio in
a 3D world.  We have been very pleased with the results so far.  We are particularly excited
about the opportunities that haptics presents in these types of arts and technology collaborations.
There are some additional tests we would like to do in the present project to make the interface
run more smoothly and to get the frame rate down.  Future work of this nature includes a project
to explore an abandoned abbey (Tintern) by re-creating the original structure, allowing the user
to explore and feel.  We will use textures from photographs and we envision the user being able
to touch the walls, causing them to crumble into the ruins of today.  We have also been talking
with colleagues about the possibility of using haptics to “feel” the envelopes of musical sound,
manipulating audio properties in an interactive manner.  The Center for Arts and Technology is
an ideal venue for taking haptics in some of these new directions.

Bridget Baird, Professor of Mathematics and Computer Science
Judith Ammerman ’60, Director of the Center for Arts and Technology
Connecticut College
New London, CT  06320
(860) 439-2008
http://math.conncoll.edu/faculty/bbaird
bbbai@conncoll.edu

Collaborators: Ozgur Izmirli programmed the audio portion, David Smalley modeled the 3D
objects, and Don Blevins assisted with general programming.
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Abstract

Multimodal interfaces have been shown to increase user
performance for a variety of tasks. We have been inves-
tigating the synergistic benefits of haptic scientific visual-
ization using an integrated, semi-immersive virtual environ-
ment. The Visual Haptic Workbench provides multimodal
interaction; immersion is enhanced by head and hand track-
ing, haptic feedback, and additional audio cues. We present
the motivation and design goals for this system, discuss its
current implementation, and describe some initial applica-
tions. Preliminary results indicate that visualization com-
bined with haptic rendering intuitively conveys the salient
characteristics of scientific data.

1 Introduction

Haptic interfaces have been shown to be advantageous as
an interaction modality for specific tasks [25, 2]. They pro-
vide bidirectional interaction via position sensing and force
feedback, thereby utilizing additional sensory channel band-
width of the user. By combining haptic rendering and vi-
sualization, we hope to increase intuitive understanding of
scientific data.

For this purpose, we have designed and implemented a
testbed system, comprised of a SensAble PHANToM 3.0 and
a Fakespace Immersive Workbench. Using this system, we
are investigating the synergistic benefits of combined visual
and haptic data rendering.

There are a several important issues to resolve when
building such an integrated system. The hardware com-
ponents must be carefully selected based upon their per-
formance characteristics, ease of integration, and flexibil-
ity for future enhancements. The software infrastructure re-
quires a modular design, efficient cooperation between its el-
ements, and performance optimization. Robust calibration

and coregistration of the individual device workspaces will
enable an integrated environment capable ofbounded error
interaction. This can be quantified as a unified error tolerance
which bounds the total system error throughout the physical
workspace.

After developing a software infrastructure for our hard-
ware setup, we experimented with synergistic rendering tech-
niques using vector field data. Preliminary results based
on informal user evaluation indicate that the Visual Haptic
Workbench is an effective tool of discovery for the explo-
ration of scientific datasets.

2 Previous Work

Virtual workbench environments [15] have been em-
ployed successfully for a multitude of purposes over the last
several years. Similarly, haptics research has produced many
interesting results, a recent survey of which can be found
in [10]. Much of this research is concerned with geometric
interaction, but several applications of haptics to scientific vi-
sualization are relevant to the development of our system.

Early integrated systems include Project GROPE [3],
the Nanomanipulator [17], and the Nanobench [8]. These
projects focused on rendering aspects of molecular dynamics,
drug docking simulations, and real-time interactions with a
scanned-probe microscope. An Argonne Remote Manipula-
tor and a PHANToM were used as the haptic interfaces, and
the visual displays ranged from a desktop monitor to a cus-
tom workbench. A related system used a PHANToM with an
augmented reality display for examining seismic and geolog-
ical data [22]. Iwata et al. proposed and implemented simple
vector field interactions using a custom HMD and haptic in-
terface [13].

Research on haptic volume rendering used scalar data
value and gradient as force model parameters to explore and
modify volumetric data [1]. A treatment of haptic rendering
and scientific visualization is given in [7], with emphasis on



tools for the visually impaired. Recently, research on com-
bined visual and haptic display methods used a custom haptic
interface and commercial visualization software for explo-
ration of certain scientific datasets [12, 16].

While there is a small but growing body of research on this
topic, there remains much to discover about the synergistic
display of scientific data. The Visual Haptic Workbench is a
testbed system for conducting this research.

3 Design Goals and Implementation Issues

Building a multimodal system for synergistic display of
scientific data involves identifying a set of performance cri-
teria and dealing with the following implementation issues:

• Calibration The visual and haptic workspaces must be
accurate to provide faithful data rendering. Ideally, a
high-fidelity synergistic display yields a direct mapping
between virtual and physical spaces. Position track-
ing enables user-centered visual display and immersive
interaction. Large tracking inaccuracies are unaccept-
able, as they lead to incorrect stereoscopic projections
and inconsistent manipulation and navigation. Haptic
interfaces enhance interaction by creating kinesthetic
cues via proprioceptive feedback. To avoid perceptual
conflicts, they must be kinematically calibrated from re-
producible fiducials.

• Coregistration Individually calibrated workspaces
need to be coregistered to accommodate their relative
location, orientation, and scale. By fusing multiple
workspaces, a uniform bound can describe position, ori-
entation, and temporal errors in physical space.

• CompensationLatency in the system can seriously de-
grade interactivity, which has been shown to impede
user performance [6]. Device communication and com-
putational delays can be compensated by predictive fil-
tering, parallel computation, and a careful runtime map-
ping of the application to the underlying hardware.

We also considered specific research applications to pur-
sue with our system. At the SCI Institute, a variety of datasets
are routinely investigated. Typical examples include vol-
umetric CT/MRI/MRA data, computational fluid dynamics
data, and finite element solutions to bioelectric field prob-
lems. Recent research has focused on diffusion tensor MRI
and multimodal medical data such as fused MRI/EEG vol-
umes [14]. These datasets range in size from megabytes to gi-
gabytes and may be static or time-varying on a variety of grid
types. Considering our research needs, the supporting soft-
ware must be efficient, modular, extensible, and scale well
with data size.

4 Current Implementation

We have constructed a prototype system consisting of
a SensAble PHANToM 3.0 mounted in a T configuration
above a Fakespace Immersive Workbench (see Figure 1).
The PHANToM is suspended above the workbench with a
cross-braced lumber frame. While not as structurally stiff as
desired, it is an inexpensive means to experiment with the
design parameters for the final mounting. We replaced the
original “push to interrupt” switch with a “step to operate”
footswitch as a more convenient safety mechanism. The in-
frastructure of our system can be described in terms of its
hardware components and software architecture.

Figure 1. The Visual Haptic Workbench.

4.1 Hardware Components

The Visual Haptic Workbench consists of five hardware
components, as shown in Figure 2. The dominant hand of
the user experiences haptic feedback from the PHANToM,
and the subdominant hand navigates through a menu inter-
face via Pinch glove contact gestures. Head tracking is done
with a Polhemus Fastrak receiver mounted on a pair of Stere-
ographics CrystalEyes LCD shutter glasses. The subdomi-
nant hand can also be tracked with a separate receiver to fa-
cilitate more complex interaction paradigms. The audio sub-
system gives the user additional reinforcement cues to clarify
the application interface. Finally, the Immersive Workbench
provides a correct stereo perspective view for the user based
on the tracked head location. These components are handled
by five concurrent processes running on an SGI Onyx2 with
250 MHz R10000 processors and InfiniteReality2 graphics.
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Figure 2. Hardware components of the system.

4.2 Software Architecture

We designed and implemented a software framework us-
ing the GHOST SDK for application development on the
Visual Haptic Workbench (see Figure 3). The ghostGLMan-
ager class is overridden to support semi-immersive virtual en-
vironments. This extension is built upon the VGL library,
internal VR software that provides graphical rendering and
an interface for a variety of tracking and interaction devices.
In addition, we derive a set of classes for haptic data ren-
dering techniques from the gstForceField class. These haptic
rendering classes are part of a library for synergistic display
techniques. The SD Library also contains visualization meth-
ods [19, 26], interface widgets, dataset classes, menu func-
tions, and geometry tessellators. The application and hap-
tics processes access common GHOST state through shared
memory. We use the NCSA VSS software package for au-
dio support [24]. The application client communicates with
the VSS server asynchronously via UDP messages to pro-
duce audio feedback. To maintain interactive update rates,
each software component runs on a separate processor with
appropriate scheduling priority (see Figure 2).

Threads
GHOST

GHOST SDK

Device Daemon

Application

Haptics Process

ghostVGLManager

VSS Server

VGL Library VSS Client

SD Library

Shared
Memory Memory

Shared
Messages

UDP

Figure 3. Application software architecture.

5 Initial Evaluation

To evaluate our initial development efforts, we examined
two static 3D vector field datasets. One is an analytical elec-

trostatic charge field, and the other is a simulated tornado
funnel. Synergistic data rendering is accomplished via ad-
vanced visualization techniques [26], and extension of the
vector field haptic rendering ideas presented in [21]. Figure 4
shows a user interacting with the simulated tornado dataset.

Figure 4. Synergistic data display on the Visual
Haptic Workbench.

Our initial implementation addresses some of our design
goals, as described in Section 3. Methods for quantify-
ing and correcting magnetic tracker distortion have been de-
veloped and are incorporated into our system [11]. The
PHANToM uses the standard GHOST “calibration” proce-
dure, which is insufficient to satisfy our performance crite-
ria. The workbench display is driven by an Electrohome
9500LC projector with folded optics and a nonlinear diffu-
sion surface. Unfortunately, these characteristics limit our
current display calibration to the adjustment of projector pa-
rameters. We coregister the visual and haptic workspaces in-
directly by measuring the PHANToM “calibrated” endpoint
with a tracked receiver. Detailed analysis of the runtime char-
acteristics of our software, followed by careful matching of
hardware devices to machine resources yields a highly inter-
active application.

To date, we have demonstrated our prototype to over one
hundred visitors, the majority of whom found the demo ap-
plications compelling. During these demonstrations we ob-
served a variety of new users, whose reactions suggested fur-
ther improvements to our system.

6 Conclusions and Future Work

The current implementation can be improved in several
respects: better tracking technologies, stereo digital projec-
tor for improved display calibration, primary surface mirror
and linear diffusion material for crisper display, higher per-



formance graphics hardware, 6DOF enhancement for end-
effector torques [4], kinematic calibration of the PHANToM,
and improved device control for high-fidelity haptics.

Currently, we are experimenting with a variety of volu-
metric data, including brain MRA and diffusion tensor MRI,
and the Visible Human [20]. We are also extending our meth-
ods to render a wider variety of flow data, both steady and un-
steady, on regular and irregular grids. In addition, we intend
to explore methods for quantum molecular dynamics, mete-
orology, and terrain applications. Our overarching goal is to
provide comprehensive synergistic display for a wide variety
of scientific data.

In addition to focusing on synergistic display techniques,
there are other useful applications to consider. One could in-
teractively segment and register datasets more rapidly than
using image-based approaches. Novel applications for com-
puter graphics have already been developed [9, 23, 5]. A
characterization of haptic widgets was published in [18],
which we intend to extend for our own interface needs. Ed-
ucational applications could intuitively render haptic mani-
festations of abstract or unfamiliar concepts. Vector calculus
and classical physics are examples of subjects that could be
made tangible to students for improved comprehension.

We have designed and built a prototype system for syner-
gistic display of scientific data. By developing and demon-
strating initial applications, we have been able to refine our
system and identify future research directions. To meet
our design goals and address research needs, significant
work remains to be done. Nevertheless, the Visual Haptic
Workbench is an exciting project and we are compelled to
realize its potential.
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